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ABSTRACT
The research and development of recommender systems is dom-
inated by models of user’s preferences learned from ratings for
items. However, ratings have several disadvantages, which we dis-
cuss, and in order to address these issues we analyse another way to
articulate preferences, i.e., as pairwise comparisons: item A is pre-
ferred to item B. We have developed a recommendation technology
that, combining ratings and pairwise preferences, can generate bet-
ter recommendations than a state of the art solution uniquely based
on ratings.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval—Information Filtering

Keywords
Pairwise preferences; collaborative filtering; recommender systems

1. INTRODUCTION
Recommender systems (RSs) are popular Web applications that

generate personalised recommendations for items that are estimated
to be relevant and useful for their target users [20]. The research
and application of RSs is dominated by the usage of ratings, which
indicate absolute preferences for items. In its core computational
step, e.g., by using collaborative filtering [3], a RS builds a predic-
tion model that, analysing the available ratings, estimates unknown
ones.

However, ratings have several disadvantages. First of all, they
must be expressed in a predefined scale, which has its own charac-
teristics, and measures taken according to a scale cannot be easily
converted to another one [6]. Hence, choosing the right scale is al-
ways an issue. Moreover, since ratings represent evaluations mea-
sured against an absolute benchmark, it could be difficult for the
user to consistently rate items. For instance, if a user rates an item
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with the highest value and succesively finds another item which she
likes more, then there is no way to express such a preference.

Considering these issues, we have analysed another way to ex-
press preferences, i.e., as pairwise comparisons of alternative op-
tions, such as, A is preferred to B. However, whether entering pair-
wise preferences is easier than ratings is debatable. In [9] the au-
thors claim that it is easier to decide which item is preferred among
two, rather than rating them in some predefined scale. Conversely,
in [17] comparing alternative interfaces for rating and ranking the
authors conclude that “rating is the more familiar and less cogni-
tively demanding form of judgement”, and found that a rating inter-
face, with the additional support of showing one example item for
each star level, was preferred to an interface supporting pairwise
comparisons of items. Moreover, while pairwise preferences have
been studied in the learning to rank literature [5, 19, 8], they have
been rarely used for building RSs (in combination with ratings).

Working on the proposition that pairwise preferences might pro-
vide a viable complement to ratings in RSs, we have developed
a recommendation technology that combines ratings and pairwise
preferences to model user preferences and to generate recommen-
dations. We have compared that solution with a state of the art
rating-based approach (based on matrix factorization [11]), and val-
idated the following hypotheses:

1. Pairwise preferences can be as easy to enter as ratings (pro-
vided that an effective interface is built);

2. Pairwise preferences can help users more than ratings to un-
derstand their preferences;

3. The proposed pairwise-based recommendation technology has
a better accuracy and ranking quality;

The rest of this article is organised in the following way. In Sec-
tion 2 we illustrate the implemented preference acquisition interac-
tion and we describe the implemented ranking and recommenda-
tion technique. In Section 3, the evaluation strategy is described
and in Section 4 the results are presented. Finally, we discuss some
related work and draw the conclusions of our research.

2. PAIRWISE-BASED RECOMMENDER
In order to validate our research hypotheses, we have imple-

mented two movie recommender systems: RAO (RAtings Only)
which is based on ratings and Matrix Factorization (MF) (SVD
method [11]), and PPR (Pairwise Preferences and Ratings) which
analyses user preferences in the form of pairwise preferences (pair-
scores) and makes recommendations using them together with a
possibly pre-existent ratings data set. In this section we illustrate
the important features of these systems.
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2.1 Preference Acquisition
Preference elicitation requires a suitable GUI. We have imple-

mented a standard five-stars rating interface for the RAO system.
Figure 1 instead shows the GUIs that we designed for the PPR sys-
tem. It enables the users to compare pairs of items and to enter to
what extent an item is preferred to another (pair-score). We decided
to use a slider: the closer the slider pointer is dragged to an item
the more this item is preferred to the other.

Figure 1: Items’ comparison interface producing pair-scores

The main problem that arises in system controlled preference
acquisition is the choice of the items, movies in our recommender
system, to be shown to the user to rate (rating scenario), or the
choice of the movie pairs to compare (pairwise preferences sce-
nario). This is an active learning problem that has received already
some attention in the RS community [21, 4]. “Active learning”
means that the system actively decides what (preference) data to
acquire before starting the learning phase, which in RSs is the rat-
ing prediction model building.

For ratings’ acquisition in RAO, we adopted a variation of a pop-
ular active learning strategy, namely: log(pop)entropy [18]. But,
we replaced entropy with variance, because variance is a diversity
measure for ordinal data, hence, it is more suitable for measuring
the rating diversity. The chosen scoring measure for ranking the
items to present to the user to rate - LpopV ar - is given in Equa-
tion 1. It scores and ranks higher the most popular movies (log
factor) with the most diverse ratings (variance factor). The higher
the score for item i, the higher i is ranked in the list of items pre-
sented to the user to rate. We denote with u ∈ U a user, with i ∈ I
an item, and with rui the rating that u gave to i. Ui is the set of
users that rated item i, and r̄i is the average of the ratings of item i.

LpopV ar(i) = log(|Ui|)
⎛
⎝ 1

|Ui|
∑
u∈Ui

(rui − r̄i)
2

⎞
⎠ (1)

While the literature offers several options for the selection of the
item to ask the user to rate, acquiring pairwise preferences in rec-
ommender systems has not been considered so far. This is challeng-
ing since the number of potential pairs of items that the user could
compare is quadratic in the number of items and without some well
designed system support, in the form of a selection or ranking of
item pairs, the task would be hard to complete. Hence, we have in-
troduced a scoring function, which is analogous to LpopV ar and
it is shown in Equation 2. It is used in the PPR system for ranking
the item pairs to be presented to the user to compare.

log(|Ui|) log(|Uj |) (1− ρij) (2)

Here, ρij denotes the Pearson correlation between the ratings of
the items i and j expressed by the users in Uij = Ui ∩ Uj , i.e.,
the users that rated both i and j. Items’ popularity is considered as
in the rating scenario, but we also incorporate a measure of the de-
correlation of the ratings of the items in the pair (1−correlation).
The formula implements the heuristics that the more de-correlated
the ratings of the two items are, the more the user preference for
one of the two will help the system to understand the user tastes.
Using this ranking approach the same item may be shown several
times in different pairwise comparisons.

2.2 Pairwise-based Recommendations
With a collection of ratings or/and pairwise preferences the PPR

system uses a recommendations’ ranking technique described in
this section. We first illustrate a “non personalised” ranking method
based on the pairwise comparison of items in the form of pair-
scores [12]. Then, we describe our original modification aimed
at obtaining a personalised ranking.

If a set of ratings is available, a skew-symmetric n×n matrix K
is defined, where n = |I|, and with entry kij as in Equation 3.

kij =
1

mij

∑
u∈Uij

ruij (3)

ruij = rui − ruj (4)

where Uij = Ui ∩Uj is the set of users that rated both i and j, and
mij = |Uij |. In [12] (chapter 9) the following “scoring” vector
ν = (ν1, . . . , νn) is computed:

νi =

∑n
j=1 kij

n
(5)

The entries of ν are obtained by simply averaging the rows of the
matrix K. It is shown that these entries determine a ranking of the
items with the property that νi − νj gives the best approximation
of kij , i.e., the difference of the ν scores of two items tells us how
much on average an item receives more star ratings than the other.
It is worth noting that such a ranking can be obtained even if in
the K matrix there are conflicting preferences such as: kij > 0,
kjl > 0 and kli > 0, i.e., item i is preferred to j, j is preferred to
l, but also l is preferred to i.

Our personalised version of this ranking technique, which is il-
lustrated below, incorporates user-to-user similarity weights in the
computation of K, hence computing a K(u) matrix for each user
u and then producing a personalised ranking of the items using
again the formula 5. Namely, kuij , the entries of K(u), are the
system predictions of how much the user u will prefer i over j.
Hence, while in ratings based systems one predicts ratings, in pair-
wise preferences approaches [5] one first estimates how much a
user likes an item more that another and then aggregates these pre-
dictions in the final ranking function, as in Equation 5.

We note that the user ratings for two items can be easily con-
verted into a pair score, as it is shown in equation 4. But also, with
the help of the slider-based GUI shown in Figure 1, we are able
to directly collect pair-scores. When the user u moves the slider
towards item i, this means that u prefers i to j (i �u j) and he
can also select how much i is preferred to j, hence we can assign a
positive value to ruij . While, if user u moves the slider towards j
a negative value is assigned to ruij (i ≺u j) (see Equation 6).

We decided to collect pair scores in the range [−4,+4] to be able
to exploit a collection of pre-existent ratings in the [1, 5] scale. But
the method described here can be used without any modification,
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even when the pair scores are in the range {−1, 0, 1}, that is, when
the user simply states that she prefers an item to another or says
that the two are equally preferred.

ruij =

⎧⎨
⎩

∈ {4, 3, 2, 1} i �u j
0 no preference
∈ {−1,−2,−3,−4} i ≺u j

(6)

Hence, in order to generate personalised recommendations using
a collection of ratings and pair-scores the system converts all the
available ratings (if there are any) in pair-scores, adds the available
pair-scores, and then for the target user u, the personalised values
of the K(u) matrix are calculated as follows:

kuij =
1∑

v∈Uij
w′

u,v

∑
v∈Uij

w
′
uv rvij (7)

where the user-to-user similarity w
′
uv , as defined in Equation 8, is

a generalisation to pair scored of the original Pearson correlation
defined on ratings [3]. Actually, it is the Pearson correlation com-
puted among the users’ pair-scores, multiplied by a significance
score:

w
′
uv =

min (|Iuv| , γ)
γ

wuv (8)

wuv =

∑
(i,j)∈Iuv

(ruij − r̄u)(rvij − r̄v)√∑
(i,j)∈Iuv

(ruij − r̄u)2
∑

(i,j)∈Iuv
(rvij − r̄v)2

(9)

Here r̄v is the user’s u average of all pairwise preferences, and
Iuv is the set of all pairs (i, j) of items that both user u and user
v rated (or compared), and such that i < j. The significance score
min(|Iuv|,γ)

γ
decreases the similarity wuv when |Iuv| is smaller

that γ, i.e., when users u and v compared few common pairs of
items. γ is a parameter that must be cross-validated. In our experi-
ments we obtained the best performance for γ = 7.

3. EXPERIMENTAL STRATEGY
We recall that we have implemented two fully operational rec-

ommender systems that interact with the users, acquire preferences
(ratings or pairwise comparisons), and rank items in order to select
the top-n recommendations for the users: RAO - which is based on
RAtings Only and uses Matrix Factorization; PPR - which is based
on a mixture of Pairwise Preferences acquired during the interac-
tion with the users and possibly pre-existent Ratings. By using the
two mentioned systems we have validated our research hypotheses
by performing a live user study, as an A/B test (between group).

The initial data set of ratings is common for both systems and
contains those for the top 100 movies scored by the LpopV ar cri-
terion (Equation 1) that are present in the MovieLens 100K data set
(http://grouplens.org/datasets/movielens/).

The evaluation strategy of the systems, included the following
stages and steps:

• Stage 1: Initial preference elicitation

– User preference elicitation (ratings or pairwise prefer-
ences);

– User evaluation of the preference elicitation procedure
(questionnaire).

• Stage 2: Recommendation and preference revision

– Recommendation presentation and user assessment of
a first set of recommendations I;

– User input of additional preferences;

– Recommendation presentation and user assessment of
a second set of recommendations II;

– User evaluation of the recommendations quality (ques-
tionnaire).

The above listed steps are further described in the following. The
users were recruited for the experiment mostly by using social me-
dia channels and e-mail address lists. Many of them are aged be-
tween 25 to 35. A high percentage of them are either undergrad-
uate, graduate, PhD students, recent graduates or university staff.
We think that the sample is quite representative of the real users of
such a movie recommender system, and more in general for such
type of systems.

There were 97 users registered to the experiment. However, not
all the users finished the whole experiment (precise numbers are
given later). During the initial “preference elicitation” stage of the
experiment, user preferences were gathered in the form of either
ratings or pairwise preferences, depending on the system to which
the users were assigned. Items to rate or item pairs to compare
where ranked and presented using the active learning technology
that is described in Section 2.1. In case a user was assigned to the
RAO system, she was asked to provide ratings for the items. In
case she was assigned to the PPR system, she was asked to provide
pairwise preferences (Figure 1). We did not ask users to provide
a precise number of ratings or pairwise preferences, we simply let
the user add as many preferences as she liked. In fact, we were
interested in measuring the effort that users freely decide to devote
to preference elicitation, estimated as the number of inserted pref-
erences. Preference elicitation is typically seen by the users as a
burden, hence we wanted to understand which preference elicita-
tion method may be better accepted and used by the users.

In the second step of the first stage, users were asked to evaluate
the preference elicitation process. 89 users completed the first stage
(RAO 44 and PPR 45) and answered to the following questionnaire
on the preference elicitation process:

1. I have fun using the system;

2. Using the system is a pleasant experience;

3. The system makes me more aware of my choice options;

4. I feel bored when I am using the system.

We took these questions from a survey designed for measuring the
perceived system effectiveness and fun that was elaborated by Kni-
jnenburg et al. [10].

The second stage of the experiment (recommendation and pref-
erence revision) was run after 15 days, when all the 89 users that
accessed the system in the first stage did complete the preference
elicitation process. The 15 days interruption between the two stages
is not deemed as problematic. It is a common practice to enter rat-
ings in a session (stage 1 of the experiment) and to request recom-
mendations subsequently (the user task in the second stage of the
experiment).

In the first step of the second stage of the experiment, the users
were given top 5 recommendations displayed in a list (Figure 2).
Ranking of the recommendations were computed using SVD ma-
trix factorization for RAO [11] and using the proposed technique
for PPR, and were based on the preferences that all the users pro-
vided during the first stage (plus the ratings for the selected 100
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items that were already present in MovieLens). While browsing
the recommendations the users could watch a trailer of the recom-
mended movie or access the corresponding IMDb page. Moreover,
users were asked to mark the items that they considered “good rec-
ommendations” and the ones they “have seen”. This information
enabled us to compare the accuracy of the two recommendation
processes in terms of precision, which is calculated as the propor-
tion of the relevant items (good recommendations) among the 5
recommended items. Moreover, in order to assess the quality of

Figure 2: List of Recommendations

the systems’ generated rankings we used normalized Discounted
Cumulative Gain (nDCG) [15, 3], which is a popular and well
accepted measure of ranking quality.

In the second step of the second stage the users were asked to
provide additional preferences (ratings or pairwise preferences de-
pending on the system they were assigned to) about the items that
they marked as seen in the previous step (recommendation I), by
using again the same preference elicitation interface that they used
in the first step of the first stage. Note that our ranking approach can
handle preferences that are possibly conflicting with those already
expressed (see Section 2.2). The goal of this step was to involve
the user by interacting with the system in order to offer her better
and better recommendations.

Next, the users were given an improved set of recommendations
based on all the entered preferences (both in the first and second
stage) (again as in Figure 2). They marked again the good and
the seen recommendations. This approach enabled us to test the
improvement of the accuracy of the two recommendation processes
after additional preferences, using both approaches, were acquired.
We measured again precision and nDCG for both system.

We conjectured that the subsequent recommendation list, which
is computed by using also the additional preferences collected on
items belonging to the first recommendation list, could be more
accurate than the first list, and the usage of pairwise preference
could improve more the recommendation accuracy (precision and
nDCG).

Finally, the users were asked to provide an overall feedback to
the recommendations quality in general. The feedback was col-
lected using a questionnaire (answers in a Likert scale). This ques-
tionnaire was already used in similar experiments [10]:

1. I liked the items recommended by the system;

2. The recommended items fitted my preference;

3. The recommended items were well-chosen;

4. The recommended items were relevant;

5. The system recommended too many bad items;

6. I didn’t like any of the recommended items;

7. The items I selected were "the best among the worst".

69 (34 from RAO and 35 from PPR) users finished both stages of
the experiment. Thus, 69 users filled in the questionnaire at the end
of the second stage of the experiment. We use this data to com-
pare their perceived recommendation quality. We note that among
these 69 users only 30 provided additional ratings or preferences
(16 using system RAO and 14 using system PPR), i.e., 39 skipped
this phase. Thus we have used only this data when comparing rec-
ommendation prediction accuracy and ranking quality before/after
additional preferences were entered.

4. RESULTS
Analysing the replies of the users to the first questionnaire on

the satisfaction for the preference elicitation process we found a
larger overall score of 66.66 for PPR as compared to 62.78 for
RAO (this validates the fist research hypothesis listed in the Intro-
duction). This score is computed by taking each reply to the four
given statements and converting them into a score in the range 0-
4. For sentences where larger agreement means a higher perceived
satisfaction, i.e., the first three, the score contribution is the scale
position minus 1. For sentences where larger agreement means a
lower perceived satisfaction (the fourth) the contribution is 5 minus
the scale position. The resulting score was then scaled to [0, 100].

We also discovered that the system that elicits pairwise prefer-
ences makes users more aware of their choice options, i.e., users
replied to question 3 with a much larger agreement. We conducted
Mann-Whitney and Kruskal-Wallis tests and both of them proved
significant difference in favour of PPR (both p-values ≈ 0.0001).
This proves the second research hypothesis that we made.

When analysing the scores for separate questions of the ques-
tionnaire about the perceived recommendation quality, which the
user gave at the end of the complete recommendation process, i.e.,
end of stage 2, we observed a clear tendency of PPR to outperform
RAO. The pooled score, which was computed similarly to the score
of the first questionnaire on the user satisfaction of the preference
elicitation process, for RAO is 61.34 and for PPR is 63.27. How-
ever, because of a small sample size, a significant difference was
not observed.

Discussing now the recommendation accuracy of the two sys-
tems, Table 1 shows nDCG and precision of RAO and PPR be-
fore and after additional preferences were entered in stage two and
p-values of the tests for significance of nDCG and precision dif-
ferences: a) between systems before and after the additional pref-
erences; and b) within each system before versus after additional
preferences. We note that we could compute these evaluation met-
rics because the users were asked to mark the recommendations that
they considered as good. Hence, we stress that the results shown
here are not offline estimations of precision and nDCG, but the ef-
fective performance of the system recommendations as evaluated
by the users.

As it can be seen from Table 1, before the additional preferences
are entered, i.e., when comparing the initial recommendation lists,
PPR performs significantly better than the RAO in terms of nDCG
(p-value = 0.024). PPR has also a better precision than RAO, but
in this case the difference is not significant. After the additional
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Table 1: Recommendation accuracy and its improvement after additional preferences were entered
nDCG precision

before after p-value before after p-value
RAO 0.54 0.66 0.180 0.45 0.49 0.346
PPR 0.79 0.84 0.295 0.51 0.64 0.035 *

p-value 0.024 * 0.046 * 0.35 0.044 *

preferences are entered by the users, i.e., when comparing the im-
proved recommendation lists presented by the two systems, PPR
performs significantly better than RAO in terms of both nDCG
(p-value = 0.046) and precision (p-value = 0.044).

Table 1 also shows, as expected, that there is always an improve-
ment in precision and nDCG for both systems after the user has
provided additional preferences. But, there is a significant improve-
ment of recommendation accuracy, in terms of precision, only af-
ter additional preferences were entered in PPR (p-value = 0.035).
These results prove the third hypothesis that we made, i.e., the us-
age of pairwise preferences, compared to the exploitation of rat-
ings, improves more the recommendation accuracy and ranking
quality.

We also looked at the number of preferences entered in the sys-
tems in the two stages. In the first stage of the experiment, 1, 415
ratings and 2, 262 pairwise preferences were collected. In the sec-
ond stage, on average per user, 2.06 additional ratings and 1.93
additional pairwise preferences were provided by the users using
RAO and PPR, respectively. Hence, there was a difference in terms
of the number of preferences entered by the users using the two
systems; it is noteworthy that more pairwise preferences than rat-
ings were acquired in the first stage. We can conclude that overall
these results confirm our main research hypothesis, that is, pairwise
preferences are a viable approach to preference elicitation and the
generated recommendations are even superior to those produced by
Matrix Factorization.

5. RELATED WORK
In [2] the authors discuss issues related to rating inconsistency

and the user difficulty in mapping preferences to ratings, while [16]
addresses these problems by introducing improved user interfaces
to support the preference to rating mapping process. The suggested
methods include personalised tags and exemplars to relate rating
decisions to prior ones. It has been concluded that, notwithstanding
the usefulness of their proposed solutions, it remains hard for the
user to enter ratings.

The authors of [9] have already guessed that pairwise preferences
are easier to formulate and to reason about than ratings. Namely, it
is easier to decide which item (and how much more) is preferred to
another, rather than to rate both items in some arbitrary scale, e.g.,
the common 5-star scale.

Besides, in [17] the authors compare alternative interfaces for
rating and ranking by measuring the user perceived: speed, ac-
curacy, mental demand, suitability for organization, fun to use,
and overall preference. In that study the user task was to rank 20
movies. It is worth noting that in their scenario they derive results
that are very different from ours. For instance, they found that a
rating interface, with the additional support of showing one exam-
ple item for each star level, was preferred to an interface supporting
pairwise comparisons of items. This diversity stresses the impor-
tance to evaluate preference elicitation interfaces in the context of
their usage, since one cannot derive absolute measures of a good-
ness of an approach without embedding it in a fully operational
system.

In the RS literature some formal ranking models based on pair-
wise preferences exist [23, 7, 22, 19]. However, none of them has
been developed, together with an appropriate GUI, for supporting
the full interaction of the user with the system: preference elicita-
tion, preference revision, and recommendation browsing.

A notable example of a recommender system based on pairwise
preferences is described in [13]. However, there are several differ-
ences between this approach and that one presented in this paper.
For instance, in our system the user is entering preferences by com-
paring pairs of movies while in [13] the user is asked to compare
sets of movies. Moreover, the number of comparisons in our case
is essentially not limited by any condition and we have developed a
novel active learning strategy for helping the user to compare items.
In [13] the number of comparisons is equal to the number of fac-
tors of the used matrix factorization model, which is necessary in
order to bootstrap the approach. For that reason, the factor model
must be rather simple, since for each factor the system generates a
preference elicitation comparison of two sets of movies. It is un-
likely that a user can go through many of these questions, while an
accurate factor model can require a very large number of factors
(hundreds, thousands and even more).

6. CONCLUSION AND FUTURE WORK
By conducting an online A/B test, we have shown that it is possi-

ble to build recommender systems that incorporate pairwise prefer-
ences and perform better than state of the art rating-only based so-
lutions (in terms of recommendation accuracy measured by nDCG
and precision). We have also shown that such type of systems can
improve more the recommendation accuracy after the user provides
additional preferences. Additionally, we have shown that asking a
user to compare movies makes her more aware of her choice op-
tions, and by doing that the system is able to collect more prefer-
ences (pairwise comparisons vs. ratings). We have therefore vali-
dated the research hypotheses that we stated in the Introduction of
this paper.

We want here to mention some limitations of the presented work
and suggest some branches of further research. First of all, a deeper
analysis of the pairwise preference request generation is required.
In that respect, further work is needed in the development of effec-
tive user interfaces that make use of active learning strategies for
the PPR model and may elicit mixed preference data, i.e., both rat-
ings and pairwise preferences. This is especially important when
there are no pre-existent ratings (cold-start), as we have assumed
in our experiments, and it is therefore important to acquire users’
preference information efficiently. Another important research line
is the better usage of session data in PPR. In fact, preference elici-
tation is strongly influenced by the interaction context which varies
at each single session [14, 1].

Finally we must explicitly note that the proposed ranking method
illustrated in Section 2.2 is just one possible solution for the con-
sidered ranking problem. We imagine that other label ranking tech-
niques could be applied to recommender systems and we believe
that in the future more research works could be dedicated to this
interesting topic.
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