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Benchmarks to evaluate LLMs reasoning ability
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MMLU 2021

Grade School Math: 2021



GSM-Symbolic, Apple 2024

Lack generalization





➔ LLMs should be taken seriously as models of formal linguistic skills

➔ Models that master real-like language use would need to incorporate or 

develop not only a core language module, but also multiple non-language-
specific cognitive capacities required for modelling thought.

 

In 2023, several papers on  LLMs and reasoning strength and weakness. 



Investigate systematic 
generalization for logical 
reasoning in LLMs

Investigate the deductive 
reasoning capabilities of 
LLMs.

EMNLP 2024



Syllogisms as a test bed for formal reasoning

Syllogisms an ideal test bed for a deep examination of reasoning capabilities:

● Fixed inferential patterns (64 schemas)
● Some sets of premises admit conclusions (valid) and some do not (invalid)
● We have evidence on how humans solve them in practice → cognitive psychology
● We have an abstract model of how they can be solved → predicate logic

P1: All siameses are cats
P2: Some felines are not cats
C: Some felines are not siameses

Schema: AO3
P1: All a are b (A)
P2: Some c are not b  (O)
C: Some  c are not a 



Multiple choice syllogisms completion

LLM

Some felines are siameses.
……….

Premise 1: All siameses are cats.
Premise 2: Some felines are not cats.

Options:
No siameses are felines.
Nothing follows.
All felines are siameses.
Some siameses are felines.
No felines are siameses.
All siameses are felines.
Some felines are not siameses.
Some siameses are not felines.
Some felines are siameses.

Answer:

Task Instruction

Some felines are not siameses.

Correct Answer

Following Eisape et al. (2024), we 
frame syllogistic inferences as a 
multiple-choice task, where a 
LLM is tasked with generating 
one or more of the provided 
options.



LLMs do not treat syllogisms formally

Syllogism IA1

P1: Some cycluirts are schmeeft.
P2: All schmeeft are szeiag.
P3:  All szeiag are steaugs.
——————————————————
C: Some cycluirts are steaugs or some 
steaugs are cycluirts.

Syllogism EO1

P1: No dogs are felines.
P2: Some felines are not cats.
——————————————————
C: Nothing follows

Syllogism AO3

P1: All canines are dogs.
P2: Some labradors are not dogs.
——————————————————
C: Some labradors are not canines.

LLMs tend to avoid selecting the option "nothing follows" 
(Eisape et al., 2024).

LLMs are sensitive to the content of conclusions and are less 
accurate in selecting the correct ones if those conclusions conflict 
with world knowledge (content effect bias) (Lampinen et al., 
2024).

LLMs struggle to generalize inferences to longer sets of premises
than those encountered during training (Clark et al., 2020). 



Datasets: Semantic content

We create datasets that control for semantic content and developed two datasets  which share the same 
vocabulary but differ in the believability of their conclusions. 

BELIEVABLE UNBELIEVABLE

Premise 1: All canines are dogs.
Premise 2: Some labradors are not dogs.
Conclusion: Some labradors are not canines.→ True Conclusion → False Conclusion

Premise 1: All labradors are dogs.
Premise 2: Some canines are not dogs.
Conclusion: Some canines are not labradors.



Datasets: inference complexity

For inference complexity, we created three datasets using pseudo-words, each differing in the length of 
the syllogism. The same type of conclusion is drawn, but from a varying number of premises:

Premise 1: No tuem are graibly.
Premise 2: All graibly are kwaitz.
Conclusion: Some kwaitz are not tuem.

Premise 1: No khuipt are gnauntly.
Premise 2: All gnauntly are skaiank.
Premise 3: All skaiank are synulls.
Conclusion: Some synulls are not khuipt.

Premise 1: No screarm are pruerf.
Premise 2: All pruerf are thaon.
Premise 3: All thaon are mcnient.
Premise 4: All mcnient are tsiorm.
Conclusion: Some tsiorm are not screarm.



Zero-shot CoT evaluation
Models from the Pythia, LLaMA-2, and LLaMA-3 families.

Human data from: Khemlani and Johnson-Laird 2012



Experimental set up

RQ: are these biases mitigated by in-context learning (ICL) or supervised finetuning (SFT)?

SFTICL

Some felines are not siameses.
Nothing follows.

Some felines are not siameses.

Correct Answer

Some felines are not siameses. 
Some felines are siameses

Premises 
+

Options

LLM

Let’s think step by step. If we know 
that all siameses are cats and we 
also know that some felines are not 
cats, we can conclude that some 
felines are not siamese. Therefore 
my final answer is: Some felines are 
not siameses. 

Zero-shot CoT

Task Instruction

Syllogism AO3

Premise 1: All siameses are cats.
Premise 2: Some felines are not cats.

Options:
No siameses are felines.
Nothing follows.
All felines are siameses.
Some siameses are felines.
No felines are siameses.
All siameses are felines.
Some felines are not siameses.
Some siameses are not felines.
Some felines are siameses.

Answer:

Premises 
+

Options

Task Instruction

5 in-context examples

LLM

Premises 
+

Options

LLM

ICL examples/SFT training: 
pseudowords



Impact on ZS-CoT vs. ICL vs. SFT I

Content bias is reduced by ICL, but is only fully eliminated in SFT, where the model is exposed to 
many examples of the same inference with varying content.
Inference complexity affects all settings, but the performance drop is less pronounced with ICL compared to 
SFT.



Impact on ZS-CoT vs. ICL vs. SFT II

"Nothing follows" bias persists in ICL and disappears with SFT

Correlation with humans: SFT shows less alignment with humans



Consistent and Complete answers

If an agent is reasoning “formally” its 
answers should not just be accurate 
but also satisfy certain constraints:

Consistency: the agent should not 
derive logically contradictory 
answers

Completeness: all logically 
equivalent answers should be 
inferred



Why do models avoid “Nothing follows” responses?

We found that the behavior of LLaMA ZS-
CoT is strongly predicted by the
atmosphere heuristic. A model that has
learned such a heuristic would never
predict “nothing follows” conclusions,
similar to observations made with other
LLMs

Data from: Khemlani and Johnson-Laird 2012

Models that demonstrate good accuracy 
cannot be considered capable of formal 
reasoning if their predictions can be 
mapped to those of simpler models based 
on shortcuts



Conclusion

● The strong alignment between LLaMA-3 8B’s ZS-CoT behavior and the atmosphere heuristic 
suggests a reason for why Zero-Shot LLMs rarely produce "nothing follows" responses. We 
hypothesize that they rely on a shallow pattern-matching strategy, using quantifiers as cues.

● ICL enhances model performance on valid inferences, but it does not eliminate content 
effects or the challenge of handling invalid syllogisms. Most significantly, it increases model 
inconsistency.

● SFT on syllogisms with varying content is effective for both small- and medium-sized models, 
eliminating content bias and the tendency to avoid “nothing follows” answers. However, SFT 
does not always improve models in terms of completeness and consistency. 

The models still fall short of the behavior expected from a purely formal reasoner: 
➔ they do not generalize systematically.



Investigate systematic 
generalization for logical 
reasoning in LLMs.

Investigate the deductive 
reasoning capabilities of 
LLMs.

EMNLP 2024



Syllogisms (with pseudo-words) 
as testbed to check systematic generalization

Bertolazzi, Vargas Guzmán, Bernardi, Malicki,  and Zymanik 

.

Therefore, all a are b 

1. All a are c
2. All c are b

TASK: 
Given a KB and an hypothesis, identify 
within the KB the  minimal set of premises 
needed to derive the hypothesis

Inference length: number of A-formulas among its 
premises

Datasets: training, validation,  test set  for each 
inference type and length combination  (min: 0, max: 19).



Core Generalization:  unseen KB, but seen inference length

Length Generalization



Results

✓We show that SOTA models, o3-mini and GPT-4o, in a 
zero-shot setting still struggle with this task.  

✓Few shot examples are sufficient for o3-mini to boost its 
performance, while they don’t for GPT-4o. 



Metalearning

During meta-learning the model is expected to learn 
the structure of the arguments regardless of their 
specific content.

Study Examples of the same type as the Query 
Premises, and are either a) of the same  (aligned) 
or different (disaligned) inference length of the 
query premises.



Results
✓ Small LM post-trained with meta-learning outperform SOTA models. O3mini 88.45 (few shot)
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NVM could be acceptable,

MAP and HP not.



What have we learned and what is next?

Post-training methods enhance LLMs ability to dissociate 
form from content. 

Yet, LLMs have not learned logical reasoning properly 
neither through SFT nor through meta-learning. 

Next step: let’s look inside their representations.


	Slide 1: Syllogistic Reasoning:  a suitable test bed to evaluate LLMs' ability to abstract form from content
	Slide 2
	Slide 3: Benchmarks to evaluate LLMs reasoning ability
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8: Syllogisms as a test bed for formal reasoning
	Slide 9: Multiple choice syllogisms completion
	Slide 10: LLMs do not treat syllogisms formally
	Slide 11: Datasets: Semantic content
	Slide 12: Datasets: inference complexity
	Slide 13: Zero-shot CoT evaluation
	Slide 14: Experimental set up
	Slide 15: Impact on ZS-CoT vs. ICL vs. SFT I
	Slide 16: Impact on ZS-CoT vs. ICL vs. SFT II
	Slide 17: Consistent and Complete answers
	Slide 18: Why do models avoid “Nothing follows” responses?
	Slide 19: Conclusion
	Slide 20
	Slide 21: Syllogisms (with pseudo-words)  as testbed to check systematic generalization
	Slide 22
	Slide 23: Results
	Slide 24: Metalearning
	Slide 25: Results
	Slide 26
	Slide 27: What have we learned and what is next?

