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Abstract. The main objective of this work is to develop a logical framework
calledZ AL (Intentional Agency Logjcin which we can reason about mental
states of agents, action occurrences, agentive and group pavérswill be
exploited for a formal analysis of different forms of power such as an agent's
power of achieving a certain result, an agergswer todo a certain action and

an agent’s power overanother agent.

1 Introduction

Poweris one of the most important concepts in social theory and multi-agent systems.
In this work we aim at devising a general logical framework in which different forms
of power can be specified and their intrinsic and relational properties investigated. A
formal model of agentive power should clarify many subtle aspects of this individual
and social phenomenon. It should characterize the most basic form of agentive power
called power ta The power toof an agent is relative to actions thatis capable to
correctly perform at will (i.e. when having the intention to perform them). For example,
for an agent to have the power to raise his arm, it has to be case that he will successfully
raise his arm if intends to do this. This form of power has to be distinguished from an
agent’spower ofachieving something. When looking at an ageptigver ofachieving a
certain result, we discover that this is based on the interrelation between objective level
and subjective level. In fact's power of achieving a certain result seems to involve

not only i's objective opportunity of achieving but alsoi's awareness over such an
opportunity. For example, for a thief to have the power of opening a safe, he must
know the safe’s combination. In the end, there are intrinsically social forrpewér

of which are commonly calledowers over These correspond to agentive powers to
influence other agents to do or to refrain from doing certain actions. An @gguwer
overanother agent consists in's capacity to shapgs preferences in such a way that

will intend or will not intend to do a certain action. For example, for a politician to have
the power over the electorate with regard to the action of voting him, he must have the
power of inducing the electorate to vote him. It is evident from these few observations
that a comprehensive formal model and ontology of power should allow to:
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— specify the relationship between an agent’s intention and the agent’s action perfor-
mance in order to assess whether the agent hgsaver todo a certain action at
will or not;

— reason about beliefs of agents in order to study the discretional aspect qfdinveir
ers of;

— clarify the true nature of an ageil power overanother agent asi's capacity to
affectj’s intentions in such a way thatwill do or will refrain from doing a certain
action.

In the literature of applied logic both in philosophy and computer science, several au-
thors have developed very sophisticated logics of social interaction [4, 14, 2, 19]. For
instance, Alternating-time temporal logic (ATL) [2] is a logic in which one can express
what coalitions can achieve by cooperating. ATL has coalition modaliti&s) where
G is an arbitrary group of agents. The ATL formula{(G)) X¢ means that coalition
G has a collective strategy to ensure that, no matter what the other agemtsadlo,
be true in the next state. In STIT logic [4, 14] modal operators of the fermmatit :],
calledChellas STIT operators, and a modal operator of historical necessity of the form
O, whose dual ig>, are given. In STIT formulag cstit : ¢] and< [i cstit : ] respec-
tively mean that sees to it thatp andi can see to it thap. There are extensions of
such logics of social interaction in which knowledge modalities for agents and coali-
tions of agents are introduced [24, 7]. Moreover, there are extensions in which actions
are promoted to first-class citizens in the formal language [22] and the properties of in-
teraction between action and knowledge of agents can be expressed [1]. In our view all
these approaches are still insufficient to formalize many relevant forms and properties
of agentive and group power. What is still missing in the logical literature is an integra-
tion of the expressiveness of such logics of social interaction with the expressivenesses
of a logic of mental attitudes (so-callgglD I logic*) and dynamic logic [13] in which
actions of agents are expliéitn this work we will try to fill this gap by developing a
logic which allows to reason about mental states of agents, action occurrences, agentive
and group powers and to capture some interesting propertsaar tq power ofand
power over

The paper is organized as follows. In section 2 we will present the syntax and the se-
mantics of a logic of powers and mental states cdllgd (Intentional Agency Logic
In section 3 the axiomatization @tAL will be given and some of its properties will be
studied. In the second part of the paper (section 5) we will ex@ldiC to formalize
and study the properties of different forms of agentive power.

2 Alogic of powers and mental states: syntax and semantics

The logicZ. AL (Intentional Agency Logjccombines the expressiveness of a logic of
actions and mental states with the expressiveness of a logic of social interaction. On the
top of a logic which allows to specify what agents and groups of agents can bring about
and to talk about occurrences of actions of single agents, we introduce modal operators

4 See [25, 28] for a survey oB DI logics.
5 For a similar attempt to introduce mental attitudes in a logic of strategic interaction, see [17].



for beliefs and goals of agents. We here consider intentional actions only. The syntactic
primitives of the logic are the following:

— a nonempty finite set of agentsGT = {1,2,...,n};
— a nonempty finite set aitomic actionsACT = {a,b, ...};
— a set of atomic formula® = {p,q,...}.

Given an arbitrary agerite AGT we denote withAct(4) the set of all possible couples
i : a, thatis,Act(i) = {i:ala € ACT}. Besides, we denote withh the set of all
possible combinations of actions by the agentd @7, that is,A = [, 4 Act(i).
Elements inA are tuples denoted hy, §’, §”,... For notational convenience, given a
certaind € A, we denote with; the element id corresponding to agemt For exam-
ple, if AGT = {1,2,3},andé = (1 : a,2 : b,3: ¢), thend; = 1 : a. Moreover, we
denote withi¢ := (4;):ec the tuple which consists of all for : € C. For example, if
AGT ={1,2,3},C ={1,2}andd = (1 :a,2:b,3:¢), thendc = (1:a,2:b). The
languageLr 4. is given by the following BNF:

pu=p|-pleVelli:ale| Doesce | Op | Belyp | Goal;p

wherep € I, a € ACT,i € AGT andC C AGT. Bel;p is read “agent believes
that ¢” whereasGoal; ¢ is read “agent has the chosen goal that or simply “agent

i has decided to pursug’. For the sake of simplicity, we will often use the expression
“agenti wants thaty” as a reading of7oal; 0. An agent’'s chosen goals are supposed

to be consistent and compatible with his beliefs. The standard readjng @fy is “¢

holds after every occurrence of actiendone by agent”. Hence[i : a] L expresses
“agenti does not do action”. If C'is a coalition of two or more agenf2oesqp is read
“agents in coalitionC' bring it about thatp by doing something together” or simply
“coalition C' brings it about thap”. For the individual caseDoes;p is read “agent

brings it about thap by doing some action” or simply “agenbrings it about thap".

The operatod is used to quantify over choices of agents. Thug, has to be read

“¢ is true in each world corresponding to a choice for every agent” or simplis“
necessarily true”. Several abbreviations are used in our logic. The classical Boolean
connectives\, —, <, T (tautology) andL (contradiction) are defined fromand— in

the usual manner. Moreovet, : a) ¢ abbreviates-[i : a] —p, Oy abbreviates-O—p.

As we will show in section 3, under some assumptions of our logic the more natural
readings of(i : a) ¢ is “agenti doesa andy is true aftera’s occurrence”. In fact, we
suppose that an action performed by an agent at a certain moment is responsible for
producing all outcomes that the agent brings about at that moment and produces only
those outcome% Finally, O is read “there exists a world corresponding to a choice
for every agent in whickp is true” or simply ‘o can/may be true”. The operato®sand
Doesc (Viz. Does;) can be exploited for expressing what a coalit@r{viz. a single
agenti) can bring about®> Doesc ¢ has to be read “there exists a world corresponding

to a choice for every agent in which coaliti@n brings it about thaty” or simply “
coalitionC' can bring it about thap”.”

5 Note that this is different from supposing linear time or action determinism.
" ODoescy might be read “coalitiorC’ necessarily brings it about that.



2.1 Model definition
TZAL models are tupled/ = (W, R, Rn, S, B, G, w) where:

— W is a set of possible worlds or states;

— Rp is an equivalence relation di;

— R is a collection of binary relation®;., on W one for every couplé : a where
i1 € AGT anda € ACT;,

— S'is a collection of serial relationS on W one for every coalitio” C AGT;

— B and(G are collections of binary relation8; andG; on W one for every agent
1 € AGT. We suppose that every; is transitive, euclidean and serial, whilst every
G, is serial;

— 7 : I — 2% is a valuation function.

We suppose that all AL models satisfy the following additional semantic conditions.
Foranya € ACT,i € AGT,w € W:

(5.1) Sp(w) € (Sagr o Ro(w))

(5.2) if w' € Ro(w) thenSy(w') C Sy(w)

(53) if Ri:a(w) 75 0 thenS,»(w) = Ri:a(w)

(S.4) if w € Sagr(w)andw” € Sagr(w) thenw’ = w”

(S.5) if Riq(w) # D thenV v’ if w' € G;(w) thenR;.,(w') # 0

(5.6) Vw' € Gi(w), Ri.q(w') =0 orvuw' € Gi(w), Ri.q(w') # 0

(8.7) Bi(w)NGi(w) #0

(5.8) if w € B;(w) thenG;(w') = G;(w)

(5.9) if ve B;(w)andv’ € Rg(w) then3w’ s.t.w’ € Ra(v) andw’ € B;(v')

For anyw € W andB,C C AGT:
(5.10) Spuc(w) € Sp(w)
Foranyw € W, C C AGT andé € A:

(S.11) if w' € Ro(w) andVi € C, Rs,(w) # 0 and R, (w') # 0 thenSc(w’) C
Sc(w)

Foranyw € W, B,C C AGT suchthatB N C = () andé, §’ € A:
(5.12) if 3w’ € Rg(w) such thatvi € C, R, (w') # 0 and3w” € Rp(w) such that

Vj € B, Rg;_ (w") # 0 thenFw”” € Rn(w) such thatvi € C, Rs, (w™) # ()
andvj € B, R(;;_ (w”) # 0

Foranyw € W,i € AGT"
(S.13) Useacr Ria(w) # 0

According to Propertys.1, the set of outcomes that the empty coalition brings about
is a subset of the set of all outcomes that the biggest coal#iGfi’ can bring about.
According toS.2, the set of outcomes that the empty coalition can bring about is inde-
pendent from what the agents #GT" do. According to property.3, if actiona done
by ¢ produces an outcome then all outcomes brought aboutdrg outcomes that



bring about by doing: and all outcomes thatbrings about by doing are outcomes
that: brings about. An interesting consequence of propgyis that, if an agentdoes

n actions in parallel (for any. > 1) then then actions are responsible for producing
the outcomes thatbrings about and only produce those outcomes. More generally, for
every worldw the relationS;(w) (which corresponds to an abstract action performed
by agenti) is assigned a subset of the finite set of action nat@g’ which represents
all concrete actions thatdoes in parallel at worlas. PropertyS.4 says that the biggest
coalition AGT brings about exactly one outcome. Properfigsand.S.6 characterize
the relationship between actions and goals$. says that if actioru is not performed
by i then for everyi's goal-accessible world; is not executed by. S.6 says that if
actiona is performed by then for everyi's goal-accessible world, is performed byi.
S.7 is a condition of weak realism, according to which, the setobelief-accessible
worlds and the set ofs goal-accessible worlds are never disjoint. Propéi#/says
that worlds that are compatible witls goals are compatible witlis goals from those
worlds which are compatible witlis beliefs. 5.9 is a semantic condition of conflu-
ence which describes the relationship betw&egrand everyB;. According to Property
S5.10, the set of outcomes brought about by the union of coalitiBredC' is a subset
of the set of outcomes brought about by coalitiénSince Ry is an equivalence rela-
tion, PropertyS.11 can be rewritten as follows. For amyc W, C C AGT andd € A:

if w' € Ro(w) andVi € C, Rs,(w) # 0 and R, (w’) # 0 thenSc(w') = Se(w).
This means that, the set of outcomes that agentsdan bring about by doing a combi-
nation of actiond¢ := (J;);cc is independent from what the other agentsi@T/C
do. PropertyS.12 says that, given two disjoint coalitiof3 andC, if agents inC' can
do together a combination of actiofis := (4;);cc and agents irB can do together a
combination of actions; := (8;),c5, then agents ilB U C' can do together the com-
bination of actiongdc, d’;). PropertyS.13 says that for any worley and agent there

is at least one action done byatw (i.e. agents are never passive).

2.2 Truth conditions

Given a modelM, a worldw and a formulap, we write M, w = ¢ to mean thatp is
true at worldw in M, under the basic semantics. The rules defining the truth conditions
of formulas of our logic are inductively defined as follows.

- M,wEp<weV(p).

— M,w = —p <= notM,w = ¢.

- MwEeViy<—= MwEyporM,wkE=.

— M,w = Op <= V' if w € Ro(w) thenM, w' |= ¢.

— M,w = [i:a)lp <= VW' if w € Ryq(w) thenM,w' = ¢.
— M,w |= Bel;p < Yu' if w' € B;(w) thenM, v’ = ¢.

— M,w = Goal;p <= V' if w' € G;(w) thenM,w’ = .
— M,w = Doescp <= V' if w' € Sc(w') thenM, w' |= .

We write =74, ¢ if formula ¢ is valid in all ZAL models, i.eM,w = ¢ for every
ZAL modelM and worldw in M. Finally, we say that a formula is satisfiablef there
exists aZ. AL modelM and worldw in M such thatM, w |= ¢.



3 Axiomatization

The series of axiom schemes BfAL are given in Fig. 1.55; corresponds to the

(ProTau)  All tautologies of propositional calculus
(S5) All S5-theorems foE2

(KD stit) All KD-theorems for everyDoesc
(KD45g.;) All KD45-theorems for evenBel;

(KD Goa:)  All KD-theorems for evernyGoal;

(K 4ct) All K-theorems for everyji : a]

(Alt si¢) —Doesacr—p — Doesacrp

(Incl sti¢) ODoesacre — Doesgyp

(4poesy,0) Doesgp — ODoespp

(SP) Nicc (0:) T A Doescy — O(/, . T — Doescp)

(lndep) O(Aiec <5Z> T) A <> ]eB < > T) 160 < g T A /\jeB <5;> T)
if BNC =10

(Active) Vieacr (i:a) T

(Mon) Doespp — Doespucy

(StitAct) (t:a) T — ([i : a] @ < Does;p)
(IntActl) (i:a) T — Goal; (i :a) T
(IntAct2)  Goal; (i :a) T V Goal; [i : a] L
(DBet,goar) Goalip — —Beli—y

(PosiIntr)  Goal; — Bel;Goal;p
(Negintr)  —=Goal,o — Bel;—Goal;p
(COﬂﬂBel’D) OBelitp — Beli<><p

Fig. 1. Axiomatization ofZAL

fact that Ry is an equivalence relatiod{D s;;; corresponds to the seriality of every
Sc; KD45p,, to the seriality, euclideanity and transitivity of eveBy; KD ¢, to the
seriality of everyG;. Moreover the following correspondence relations exist between
the previous axioms and the semantic properties given in the previous section: Axiom
Alt 54;; corresponds to property.4, Incl s;; t0 5.1, 4pges,,0 10 5.2, SPt0 S.11, Indep

to S.12, Active to S.13, Mon to S.10, StitAct to S.3, IntActl to S.5, IntAct2 to S.6,
DBel,Goar 10 5.7, Posintr andNegintr to 5.8 andConflg.; o to S.9.

AxiomsK 4.¢, S5q, KD455,.;, KD ¢,q; COrrespond to standard axiomatizations for
the operator$: : a] andO, the belief and goal operators. AXioBz.; goa: iS @ Weak
realism axiom which relates an agent’s beliefs with his goals, whePeamitr and
Neglntr are principles of positive and negative introspection for goals [11]. Accord-
ing to Axiom Alt s4;; the biggest coalitioddGT' always produces deterministic effects,
whilst according to Axiomsncl s and4p,., o, if the biggest coalitioAGT neces-
sarily brings it about thap then the empty coalition brings it about thatand, if the
empty coalition brings it about that then it necessarily brings it about thatWe sup-
pose that modal operatof3oesc “see one step forward”. Thus we simply adopt a KD
logic for every Doesc (Axiom KD g;;¢). Axiom Mon corresponds to a monotonicity



property: if coalitionB ensuresp theny is ensured by all coalitions of whicB is a
subsef According to AxiomSP, given a combinatiod of actions of agents idlGT if

every agent in C does his part by executing the correspondinim ¢ and the coalition

C brings it about thap then, necessarily, if every agerih C does his part by executing

the corresponding; in ¢, coalitionC' brings it about thap. Axiom SP characterizes a
strong notion of power. Indeed, given Axio&P, saying “coalitionC' can ensure by
doing a certain combination of actions” is equivalent to say that “if coalifiotioes a
certain combination of actions then it will ensyseno matter what the other agents in
AGT do”.° Axiom Indep says that ifB andC are two disjoint coalitions, agents @4

can do together a certain combination of actiGpsand agents iB can do together a
certain combination of action®; then agents itB U C can do together a combination

of actions(d¢, ). This axiom is the “actional” counterpart of the axiominflepen-
dence of agent&alled AT A;) given in [4]1° Axiom Active says that an agent always
performs at least one action. According to AxidmbActl, an agent does actianonly

if he intends to da:. Thus, in our formal model the actions performed by an agent are
intentional actions. According to AxionmtAct2, at each moment an agent either de-
cides (intends) to do an action or decides (intends) not to do it. AXiomfl z; o says

that if there exists a world corresponding to a choice for every agent in wiieleves
thaty is true then believes that there exists a world corresponding to a choice for every
agent in whichy is true. Imagine there are two agents called Bill and Bob, and there
exists a world corresponding to a choice of Bill and a choice of Bob in which Bob be-
lieves that he will meet Bill (i.eC Bel poy Does| oy, gy BobM eets Bill). This is the
world where both Bill and Bob decide to go to the same plecand Bob believes that

Bill has decided to go t&". It seems reasonable to say that at the actual world - suppose
this is the world where Bob decides to go¥aand Bill decides not to go-, Bob believes
that there exists a world corresponding to Bill's choice and Bob’s choice to §oito
which Bill and Bob will meet (i.e Bel g, O Doesy poy, piny BobM eets Bill). In section

5.1 we will clarify why, on the other hand, proper§el; &9 — <O Bel; cannot be
accepted. AxionS&titAct is an interaction axiom between action occurrences and agen-
tive causation. According to this axiom, an action performed by an agent at a certain
moment is responsible for producing all outcomes that the agent brings about at that
moment and produces only those outcomes. As noted in section 2, due to the semantic
property S.3 corresponding tBtitAct (i.e. if R;..(w) # 0 thenS;(w) = R;..(w)),
formula (i : a) T has to be read “ageritdoesa”, and (i : a) T A [i : a] ¢ has to be
read “agent brings it about thap by doinga”. This means that, iT AL, (i : a) T has

not the standard dynamic logic reading “it is possible thdesa”. In fact, according

to propertysS.3, if action a done byi produces an outcome then all outcomes brought

8 Note thatMon is equivalent taDoesgp A Doesc) — Doespuc (o A ).

9 At the single-agent level, this axiom corresponds to Weber’s concept of power [27] as the
capacity of an individual to resist to all interferences of other individuals, that is, “...the prob-
ability that one actor within a social relationship will be in a position to carry out his own will
despite resistance...” (p. 152).

10 Xu's Axiom AT A, is a family of axiom schemes fimdependence of ageriarameterized by
the integerk of the form: < [ig estit : @o] A ... A O [ig estit @ ] — O([io estit : po] A
o A ik estit - g]) (for1 < k < k).



about by: are outcomes thatbring about by doing: and all outcomes thatbrings
about by doing: are outcomes thatbrings about. It follows that the more natural read-
ings of formulas® (i : a) T and<((i - a) T Ai : a] @) are respectively “ageritcan do

a” and “agent; can bring it about thap by doinga”. Furthermore, we have to note that,
due to the fact thaDoes 47 is deterministic, it is reasonable to conceive statsuch
thatw’ = Sagr(w) as the unique temporal successonodnd to readDoes agry “¢

will be true in the next state”. Thuf)oes 4 can be interpreted as a standard operator
X (nexd of temporal logic.

Definition 1. X¢ =gc5 Doesacre

We call ZAL the logic axiomatized by the twenty principles given in Fig. 1 and we
write -7 4. ¢ if formula ¢ is a theorem of AL. Since the set of agentsGT and the
set of atomic actionslCT is supposed to be finite, we can prove thad£ is sound
andcompletewith respect to the class @AL models.

Theorem 1. ZAL is determined by the class of modelofL.

Proof. Itis aroutine to prove soundness, whereas completeness is obtained by Sahlqgvist’s
completeness theorem [5]. ad

4 Some properties ofZ AL

The following theorems highlight some interesting properties.4f.
Theorem 2. For anyi € AGT, a € ACT andB,C C AGT suchthatBNC = ()

Fzac ODoespp A <ODoescp — ODoespuc(p A1)
Frac X¢ & X

Fzac (i:a) T Afi:a]le — Does;p

Fzac OWi:a) TALi:alp) — ODoes;p

Fzar CDoespp A ODoesg—p — L

Fzac (i:a) T — Bel;Goal; (i :a) T

Fzac ~Goal; (i :a) T — Bel;[i:a] L

Frzac Goalyp A Beli(p — (i:a) T) — Goal; (i : a) T

©NO G WDNRE

Proof. Here we only prove Theorem 2.1 and Theorem 2.8. Let us start with Theorem
2.1.0Doespyp and O Doesc together imply3s, 8" € A such that> (A, .5 (0:) T A
Doespp) and <O (A (05) T A Doescyp) (by Axiom Active). From this, it follows
thatO((Aiep jeo (0i) T A(85) T) A Doespyp A Doesc) (by Axiom Indep, Axiom
SPand the fact thaB andC' are disjoint). We can conclude th&tDoesguc (@ A ¥)

(by Axiom Mon).

In order to prove Theorem 2.8 it is sufficient to note Gatl;p A Bel, (¢ — (i : a) T)
implies—~Goal;— (i : a) T (by AXiom D ge;.Goqr) Which in turn impliesGoal; (i : a) T

(by Axiom IntAct2). ad



Theorem 2.1 says that two disjoint coalitions can combine their efforts to ensure a
conjunction of outcomes. This corresponds to shiperadditivityaxiom of Coalition

Logic [19] of the form[B] ¢ A [C] ¢ — [BU C] (p Av) (whenB N C = §). Theorem

2.2 shows the tight correspondence between our definitioneof and the standard
operatomext of linear temporal logic. According to Theorems 2.3 and 2.4 if an agent
brings it about thatp by doinga then he brings it about that and, if an agent can
bring it about thaty by doinga then he can bring it about that Theorem 2.5, which

is a direct consequence of Theorem 2.1, says that two disjoint coalitions can never
bring about conflicting effects. Theorems 2.6 and 2.7 are about the relation between
intentions, beliefs and action occurrences: if an agent does actiwn he believes that

he intends to da; if an agent does not intend to do actienow then he believes that he

will not performa. Theorem 2.8 expresses a sort of generative principle for intentions
according to which, ifi wantsyp to be true and believes thatwill be true only if he
doesa theni comes to intend to da. It has to be noted thdboes;p — Bel; Does;p
and—Does;p — Bel;—Does;p are not valid here, that is, an agent is not necessarily
aware of what he will bring about.

4.1 Related works

Main differences between STIT andZ.AL Some substantial differences exist be-
tweenZ AL and STIT logic [4, 14]. Formulas in STIT logic can be built by means of
the boolean connectives together with the modal operatufrhistoric necessity, whose

dual is®, and the so-called'hellas STIT operatofi cstit : ]. The modal construction

Oy is read Y is true in all possible histories”, wherefs:stit : ] is read “agent sees

to it thaty”. Thus, < [i cstit : ] andO [i cstit : ¢] have to be read “agentcan see to

it that " and “agenti necessarily sees to it that. Space restrictions prevent present-

ing STIT semantics, the interpretation of operatorand|: cstit : | and their semantic
relationships. Let us only remark that in STIT theory formulas of typstit : ¢] are
interpreted according to equivalence relations. Thusstit : o] — ¢ is valid in STIT.

This means that in STIT theory actions are supposed to be instantaneduéLlwe
suppose that an agent (viz. a coalition of agents) brings about something as an effect of
his actions (viz. joint actions) and that actions (viz. joint actions) are not instantaneous.
For these reasons, for eve€y C AGT Sc¢ is simply a serial relation and for every

C C AGT Doescp N~ is satisfiable! Moreover, it has to be noted that under STIT
semantics the following formulas are vali:cstit : [j cstit : ¢]] < O[] estit : ¢];

[i cstit : [j cstit : )] « [i estit : O[] cstit : ¢]].2? This means that in STIT logic an
agent can never really induce another agent to ensure some state ofaffaifact,

in STIT an agent always acts independently from what other agents do and cannot
be induced to bring about something that he would not bring about without being in-

™ Note that in STIT theoryy — [i cstit : ] is also valid. This is not the case AL where
for everyC' C AGT Op A —Doescp is satisfiable.

12§ estit : [j estit : o]] < Dy is also valid and if we refine STIT logic by supposing that time
is discrete (as done in [6]) then ev@cstit : X [j cstit : ¢]] < [i estit : XOgp] becomes
valid.



duced®® This is a serious limitation of this logic since it prevents expressing crucial
aspects of sociality such as indirect power (see section 5.4). The nice asfetrof

is that it does not incur these limitations. For instance, due to the temporal properties
of the modal operatorBoes;, in ZAL the formulasDoes; Does ;o A ~0Does ;e and
Does;Doesjp N 7Does;0Does;p are satisfiable. Thug, AL allows to express the

fact that an agent is induced byi to bring abouty while ¢ is something thaf would

not bring about without being induced by

Relationship between Coalition Logic andZ. AL Pauly’s Coalition Logic (CL) [19]

is one of the most well-known logics for multiagent systems. CL has been introduced
to reason about what single agents and groups of agents are able to achieve. CL has
coalition modalities of the formiC| whereC' is an arbitrary coalition of agents C

AGT (whereAGT is the set of all agents). The CL formyld] ¢ is read “the coalition

C can bring about (can enforce an outcome state satisfyihdh an extended version

of this paper [16] it is proved th& AL subsumes Coalition Logic. More precisely the
following translationir(.) from formulas of CL to formulas af AL is given:

tr(p) =

tr(=p) = ﬂtr(w)

tr(e V) =tr(e) Vir(y)
tr([C] ¢) = CDoesctr(yp)

and the following three theorems are proved:

— If ¢ is atheorem of CL thetr(y) is a theorem of AL.
— If ¢ is CL-satisfiable thetr () is satisfiable irZ AL.
— is CL-satisfiable if and only ifr(y) is satisfiable iz AL.

A general observation Modal operators of logics of agency typically have three com-
ponents: historic necessity, agent’s choice, and time. In Pauly’s Coalition Logic and in
ATL these three components dtesedand make up a single non-normal modal opera-

tor. We have seen that in STIT logic, these three ingredients are separated, and each has
its own modal operator. IF.AL we explore the middle ground: we fuse the choice and

the temporahextoperator.

5 Varieties of Power

5.1 Power of

The aim of this section is to provide a formal characterization of the conceyuveér
of by exploiting the expressiveness Bl L. We will start with a general definition of
power of and we will progressively refine it. As argued in [8, 3], for an ageiothave

31n [4, 14] it is argued that the deliberative STIT constructipdstit : @] =4er [i cstit : ] A
-0y provides a better approximation of agentive causation. It can be proved that
[i dstit : [ dstit : ¢]] < L is valid.



the power of achieving: ¢« must have the objective opportunity to achievand, he
must be aware of thi¥ In fact, withouti’s discretion over his objective opportunity,
7 would not be capable of exploiting it in order to ensyreA first rough pre-formal
definition ofi’s power ofachievingyp is given by the two conditions:

1. i can bring it about thap (objective opportunity
2. i believes that he can bring it about tha{discretion over the opportunity

In ZAL the former condition is expressed by the formdi®oes;p, while the latter
condition is expressed by the formulgel; > Does;p. Here we denote with<; ¢ i's
correct belief that holds.

Definition 2. For anyi € AGT
Kip =gey Belsp A

Then,:'s power of achievingy can be expressed by the formug < Does; . If we

look carefully at the semantics &, Does; o, we can easily discover that it is insuf-
ficient to express a notion of genuine power. An evident problem with such a formal
definition is the absence of a condition which guaranteesglimhot something which
would happen in any case (independently frigrintervention). A more precise defini-

tion of objective opportunity would require a negative condition of the fefmX . In

fact, it is counterintuitive to say thathas the opportunity of achievingwhendOX ¢

holds, that is, whep is going to be true whateveédoes. For example, the fact “2+2=4"

is something which is going to be true whateveoes (i.e[J X “2+2=4"). For this rea-

son, it is quite odd to say thdthas the opportunity of ensuring that “2+2=4". This
observation leads to the following refined formal characterization of objective opportu-
nity: ©Does; A ~O0X p. From this, one might try to formalize the concejst power

of achievingy by the formulak; (< Does;p A =0X ). But again this is not sufficient

to formalize a genuine concept of power. In fakt,(<C Does; A 00X ) simply says

“4 correctly believes that there exists some action whose execution can enante
thaty is not something that is going to be true whateivdoes”. It does not say “there
exists some action such thiatay correctly believe that he will ensugeby doing that
action”® To see whyk; (& Does;p A =OX @) is insufficient to capture the concept of
power consider the scenario in Fig. 2. Agéig atw, and is in front of two doors A and

B. Behind door A there is a treasure, behind door B there is nothing. Beshiggves

that behind one of the two doors there is a treasure whereas behind the other there is
nothing, but he is not sure whether the treasure is behind door A or B. The agent can
either open door A or open door B. In worg, and in each world which is compatible

with i's beliefs atw; (worldsw; andwy) it is the case that he can get the treasure and
that getting the treasure is not something that is going to necessarily happen. From this,

14 A similar argument is given in [26] where the notionmrfactical possibilityis distinguished
from the notion ofpower(formalized by the operatar' AN).

15 The necessity to distinguistie dictosentences of the formi ‘knows that there exists some
action by doing which he can ensugé from de resentences of the form “there exists some
action such that may correctly believe that he will ensugeby doing it” (or “there exists
some action such thatcorrectly believes that he may ensyréy doing that action”) has also
been stressed in [1, 15, 7, 21].



we conclude that ab 7 correctly believes that he can get the treasure and that getting
the treasure is not something that is going to necessarily hapfét:Does;t A—0Xt)

holds atw, . Unfortunately, there is no action thiatnay correctly believe that it will en-
surep. So, it is reasonable to say that in the examptibes not have the power of
getting the treasure. Ab; i cannot correctly believe that he will get the treasure by
opening door A nor correctly believe that he will get the treasure by opening door B:
~OK;((i:a) T AJi:a]t)and—=OK;({i: b) T A[i: b]t) hold atw;. More generally,
atw; ¢ cannot correctly believe that he will get the treasur@.K; Does;t holds at at

wy. From the previous example, we have to conclude that an agkr@s not have the

Wis o Wiy Wiy W
t t —t| |-t
Beg N Ry R, R,
3 (we) = {wr, W) ﬁ.u
3 (wg) = {wrs, wg)
3 (wa) = {wyy. wig) b e
3; (wg) = {wg, Wy}
3, (wg) = (w5, Wig) B, 3, B, B,
5; (w1n) = (w19, wig)

Ry fRal R RX
t= treasure f
¢ = open door A ¢ ¢
b = open door B

Fig. 2. Scenario

power of achievingy by doing actior: unless:

1* i may correctly believe that he will ensugeby doinga andi correctly believes
thaty is not something that is going to be true whatever he does.

More generally, an agentdoes not have thpower of achievingy unless:

2* 4 may correctly believe that he will ensugeandi correctly believes thap is not
something that is going to be true whatever he does.

1* and2* correspond to a notion gfower ofwhich can be formalized if.AL.

Definition 3. Foranyi € AGT,a € ACT

A. Opp(i,a, ) =der C(icale A (i:a) T)A-OXp



B. Power(i,a,¢) =gey OK;([i :alo A (i:a) T)ANK;-O0X¢p
C. Power(i,p) =gy CK;Does;p AN K;~0X

Definitions 3.A, 3.B and 3.C respectively characterizeopportunity of achievingy
by doing actior (i.e. i can ensure> by doinga andy is not something that is going
to be true whatevei does),i's power of achievingy by doing actiona (definition
1*) andi's power of achievingy (definition 2*).18 It is straightforward to prove that
Power(i, a, ) implies Power(i, ). Moreover, by AxiomConflg.; g, we can show
that bothPower (i, a, p) and Power (i, ¢) imply K;(<Does;p A =0X @)1 which, as
discussed above, characterizes a situation of uncertainty in witdahnot determine
what action must be taken to ensyre

The following theorems highlight some properties of the previous notions of power.

Theorem 3. For anyi € AGT anda € ACT

1. Fzac Power(i,a, ) < K;Power(i,a, p)
2. bzar Power(i,a,p) — K;O[i: a] ¢

Proof. We only prove— direction of Theorem 3.1. The other direction is trivially sat-
isfied by definition ofK;p. By definition of Power(i, a,¢) and K; , we have that
Power(i,a, ) implies OK;([i :alp A (i:a) T) A K;—~O0Xp. MoreoverOK,; o —
K;CpandK;p — K;K;p are theorems df AL (by definition of K;,o, Axiom 4 for
Bel; and AxiomConflg.; o). ThereforeCK;([i : al o A (i : a) T)AK,;—mOX ¢ implies
OKKi([i:a]lp A (i:a)T) A K;K;=OXy which in turn impliesK; O K;([i : a] ¢ A
(t:a) T) A K; K;—OX . From this and the definition dPower (i, a, ¢) we can infer
K;Power(i,a, p). O

According to Theorem 3.1, an agent has the power of achieyibyg doinga if and

only if he correctly believes this. The same principle holds for the general concepts of
power without action argument. In fadtower(i, ) < K;Power(i,y) is a theorem

of ZAL as well. According to Theorem 3.2 if an agent has the power of achieving

by doinga then he correctly believes that if he does actiathen he will ensure, no
matter what the other agents will do.

5.2 Powerto

As stressed in the introduction of the paper, the most basic form of agentive power
is the so-callechbower to The power toof an agent concerns an action thatcan

do at will. One might try to formalize such a concept by constructions of the form
& (i a) T (i.e.i can do actionr). Nevertheless, these constructions are insufficient to
characterize a true notion pbwer ta Suppose thatcan do the action of raising an arm,

18 The condition® K; Does;¢ in definition 3.C corresponds to the property “being able to con-
formantly bring it about thap” studied in [7]. As definition 3.B shows[. AL allows us to
refine this property by specifying the action on the basis of which an agent is able to confor-
mantly bring it about thap. In fact, the conditior®> K;([i : a] ¢ A (i : @) T) could be read "
is able to conformantly bring it about thatby doinga”.

7 But not vice versa.



i.e.© (i : raiseArm) T, and it is possible thatintends to raise his arm and he does not
succeed in doing this sinceblocksi’s movement, i.e®(Goal; (i : raiseArm) T A

(j : block) T A [i : raiseArm] L). In this scenario, we would not say thahas the
power to raise the arm. In fact, the possibility thatill raise an arm in a successful
way heavily depends on whatwill decide do. This example leads us to conclude that
for an agent to have the power to do actianit has to be case that:

1. i can dog;
2. if ¢ intends to daz now then: will do a in a successful way, no matter what the
other agents do.

Definition 4. Foranyi € AGT,a € ACT
PowerTo(i,a) =ger O(Goal; (1 :a) T — (i:a) T)ANC(i:a) T

5.3 Exercise of power

There are two different and equally important views of power. On the one hand, power
can be conceived as a capacity, as a potential power. On the other hand, power can be
conceived as the exercise of a capacity, as the exercise of power. The notion of power
defined in section 5.1 is a power in the former sense. Now, we want to look at power in
the latter sense. To this end, we provide a quite general definitieras€ise of power

of. We suppose that an agerexercises his power of achieviggby doinga if and only

if 4 has the power of achieving by doing actioru and he does. Thus, in our account

1's exercise of power oforresponds to the fa¢has a certain powgalusthe fact that

does the action on which his power is based.

Definition 5. For anyi € AGT,a € ACT

A. ExPower(i,a, ) =qey Power(i,a,o) A (i:a)T
B. ExPower(i,¢) =dcf Vycacr ExPower(i,a, o)

Definitions 5.A and 5.B respectively express thakercises his power of achieving
by doinga and: exercises his power of achieving The following theorem clarifies
the relationship between exercise of power, beliefs and power to do.

Theorem 4. For anyi € AGT anda € ACT

1. Fzac ExPower(i,p) — Does;p
2. bzar ExPower(i,a,p) A Bel;PowerTo(i,a) — K;Does;p

Proof. Theorem 4.1 easily follows froi8titAct. Here we only prove Theorem 4.2. By
definition of Ex Power (i, a, ¢) and

PowerTo(i, a), we have thafxz Power (i, a, ¢) A Bel; PowerTo(i,a) implies

(¢ :a) T ABel;0(Goal; (i :a) T — (i : a) T) A Power(i,a, ).

Moreover, (i : a) T A Bel;0(Goal; (i : a) T — (i:a) T) A Power(i,a,p) implies
(t:a) TABel;0(Goal; (i :a) T — (i : a) T)APower(i,a, ) A Bel;Goal; (i : a) T
(by Theorem 2.6) which in turn implies : a) T A Power(i,a, ) A Bel; (i : a) T (by
Axiom K for Bel; and Axiom T ford). From this, by Theorem 3.2 and the definition of
K;,we caninfetk; (i : a) T AK;Oi : a] o. Finally, fromK; (i : a) TAK;Ofi:ale
we can conclude that’; Does;p (by Axiom StitAct and Axiom T forO). O



According to Theorems 4.1 and 4.2,iilexercises his power of achievingthen he
brings it about thap and if; exercises his power of achieviggby a and believes that
he has the power to dothen he correctly believes that he brings it about that

5.4 Power over

An interesting form of power on which many authors have focused is the intrinsically
social power callegower over There is no consensus on the meaning of the expression
“an agent has power over another agent with respect a given issue, fact, etc...”. Several
alternative definitions have been proposed. A major point of disagreement is whether
i's power overj should be based ojis dependence ohfor the achievement of his
goals flependence-based power over whether it should be based @B ability, to

affect the behavior of by inducing; to intend to do a certain action or to refrain from
doing a certain actionppwer of influencinp 8 In this section we only focus on that
form of power overcalledpower of influencingThat is, we suppose that an agéhas

a power over agent whens is in a position to induce to intend to do certain action

or in a position to inducg to want to refrain from doing a certain action. In the former
casei has the power of shapings preferences in such a way thawvill intend to do

a certain action, in the latter cas@as the power of shapings preferences in such a
way thatj will intend not to do a certain action. Thus, in the present analisgower
overis conceived as the particular typeitsf power ofrelative to the intentions of other
agents in the social world. More precisely, we say thas thepositive (viz. negative)
power over;j with respect to actiom if and only if i has the power of ensuring that

will intend to do (viz. will intend not to do) action. Formally:

Definition 6. For anyi,j € AGT,a € ACT

A. PosPowerQuer(i, j,a) =qey Power(i,Goal; (j : a) T)
B. NegPowerQuer(i, j,a) =qc5 Power(i,Goal; [j : a] L)

As in [20], we distinguistpower overfrom indirect power In our view, agent has the
indirect powerof achievingy via agent;j if and only if i has the power of ensuring that
J will bring it about thaty. Formally: IndPower(i, j, ¢) =4ey Power(i, Does;p).

5.5 Effective power

In section 5.1 we have only focused on what Lukes [18] cglisrativesense of power,

that is, the powesulfficientto produce a certain result. A more radical form of power

is the so-called power in agffectivesense, that is, the powaecessaryandsufficient

to produce a certain result. For example, the judge in a court has the effective power
of imprisoning the defendant by sentencing him to imprisonment given that he can im-
prison the defendant by sentencing him to imprisonmeufficiency and as long as

he does not sentence the defendant, the defendant will not be imprisweess§ity

18 As shown in [12] and [8] the two views are closely interdependent. In fact, hifis a
dependence-based power oyeand he knows this, then he is in a position to make threats
or offers to: in order to affect his behavior thereby having a power of influenging



In order to formalize the notion of effective power, the definition of power given in
section 5.1 has to be refined in an appropriate way. First, we have to add the conjunct
O([i : a] L — =X ) to definition 3.A (section 5.1) of opportunity. This new conjunct
expresses the fact that the occurrence of aatiperformed byi is necessary to ensure
that ¢ will be true next. This operation leads us to a formal definition'®kffective
opportunity ofachievingp by doing actioru, that is,i’s capacity of achieving by a

which resists to all interferences of other agents and which must be necessarily exer-
cised byi to ensurep (definition 7.A). From the concept of effective opportunity, it is
straightforward to come up with a formal definitioneaffective powerWe suppose that

1 has the effective power of achievingby doing actioru if and only if i has the power

of achievingy by doing actiona and correctly believes that heustdo « in order to
ensure thap will be true next (definition 7.B). Again this can be generalized to a notion

of i’s effective power of achieving (definition 7.C).

Definition 7. For anyi,j € AGT,a € ACT

A. Ef fOpp(i, a,) =des Opp(isa, o) NDO([i : a] L — =X )
B. EffPower(i,a,p) =4ef Power(i,a, ) ANK;O([i : a] L — =X )

C. EffPower(i,p) =dcs V oec acr Ef fPower(i,a,p)

Theorem 5 captures an interesting relationship between effective power, exercise of
power and power to.

Theorem 5. For anyi € AGT anda € ACT
Fzac EffPower(i,a, ) A Goal; X N PowerTo(i,a) — ExPower(i,a, y)

According to Theorem 5, i has the effective power of achieving by a, ¢ wants
v to be true next and has the power to @éhen: exercises his power of achieving
© by doing a. Moreover, from Theorems 5, 4.1 and 4.2, and the fact hats; o
implies X ¢, we can derive the following interesting theore®f f Power (i, a, ¢) A
Goal; X o N K;PowerTo(i,a) — K; X . Thus, ifi has the effective power of achiev-
ing ¢ by doinga, wantsy to be true and correctly believes that he has the power
to do a, theni correctly believes that he will achieve The present analysis of ef-
fective power can also be extended to those forms of power cptiaer overstud-
ied in section 5.4. Here, we conceive effective positivéviz. negativg power over
j with respect to actiorm asi's effective power of inducing to intend to do ac-
tion a (viz. i’ power of inducingj to intend not to do actiom). The former con-
cept is expressed by the formulef f Power (i, Goal; (j : a) T), the latter is expressed
by Ef f Power(i,Goal; [j : a] L). Ef fPower(i,Goal; (j : a) T) corresponds t@'s
power to inducej to intend do a certain actiomthat: would not otherwise intend to
do. This is similar to Dahl's concept gower over{10].

6 Conclusion

There are several ways in which the work presented in this paper can be advanced. An
interesting direction of application is social trust theory. As in [9], we accept a definition
of social trust with four arguments, that is, we would say that an ageuosts; with



respect to a given tagkand actioru, when the former wants to solve tagkand thinks
that the latter has the opportunity to solve the task by doing aatiegwilling and has

the power to do action. As the following abbreviation shows, such a conceptual core
of trust can be formalized by exploiting the formal constructions studied in this paper:
Trust(i, j, a, ¢) =def Goal; X pABel;(Opp(j,a, p)ANGoal; (j : a) TAPowerTo(j,a)).
FromTrust(i, j, a, p), a definition of trust with three arguments can be given:
Trust(i, j, ) =def Vocacr Trust(i, j,a, o).

This is the formal translation of the expressiartrusts; with respect to a given task
©". The two definitions correspond to a form of strong trust. In fact, we can prove that
in our logic bothT'rust(i, j, a, ) andTrust(i, j, ) imply Bel;Doesj: if i trusts;

with respect to a given task thens thinks thatj is going to solve the task.

Another interesting direction of application is the theory of collective powers [8].
TAL's constructions for groups of agents of the fafmesc can be useful for under-
standing how powers of coalitions interact with powers and mental attitudes of individ-
uals. We have argued that, for an ageta have the power of achieving, i must have
both the objective opportunity to achieyeand, being aware of such an opportunity.
The same argument applies to collective powers. Indeed, it seems reasonable to sup-
pose that, for a group of agendsto have the power of achieving, agents inC' must
be able to perform a joint action that will ensupeand must be collectively aware of
this, where being collectively aware of something seems to require some group belief
notions such as common belief.

We also think thatZ AL is a suitable framework for studying games in strategic
form and for clarifying the epistemic foundations of some game theoretic notions such
asNash equilibriun® In the future we will investigate such an intriguing issue and try
to understand how an agent’s preferences are related with his goals.
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