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1 Research at UniBZ
Approaches to Responsible and Trustworthy AI at unibz can
be divided into three main research streams: (1) integration
of symbolic and sub-symbolic reasoning for semantics-aware
explanations of black box models, (2) explainable recom-
mender systems, and (3) trustworthy process mining.

We have built on and extended existing approaches ap-
proximating the behaviour of black-box models using inter-
pretable symbolic representations such as, for instance, de-
cision trees. In particular, in [Confalonieri et al., 2020b], we
proposed Trepan Reloaded, a knowledge-driven algorithm for
post-hoc global explanations of black box models. Trepan
Reloaded extends Trepan [Craven e Shavlik, 1995] using on-
tologies to guide the extraction of semantics-aware expla-
nations. Linking explanations to structured knowledge, in
the form of ontologies, brings multiple advantages. It does
not only enrich explanations (or the elements therein) with
semantic information—thus facilitating effective knowledge
transmission to users—, but it also creates a potential for
supporting the customisation of the levels of specificity and
generality of explanations to specific user profiles. Whilst
this provides us with an example of the benefits of inte-
grating symbolic and non-symbolic ML artefacts, and deci-
sion trees are considered interpretable models, there is the
need to use richer representations to support more advanced
forms of common-sense reasoning. Besides, global expla-
nations are difficult to build and to be understood by hu-
man users. Local explanations are simpler and can be ben-
eficial in different contexts. To this end, we started to ex-
plore the integration of linear models with logical knowledge
bases via so-called threshold operators [Porello et al., 2019;
Galliani et al., 2019], with an eye towards practical appli-
cations for locally explaining richer (black-box) models and
integrating them in logical knowledge bases [Confalonieri et
al., 2020a].

Other forms of explanability techniques are applied to ex-
plaining black box algorithms for explainable recommender
systems. Model-based explanation algorithms such as Ex-
plainable Matrix Factorisation [Coba et al., 2019] were pro-
posed to generate recommendations that were explainable by
design. This was achieved by constraining the loss function
of Matrix Factorisation algorithm with an interpretable com-
ponent. Among the activities carried out in this research line,
we have also addressed the challenge of replicability of prior

algorithms when creating and evaluating new approaches.
Aiming to address the resulting need, we have proposed em
recoXplainer [Coba et al., 2022]. recoXplainer is a unified,
extendable and easy to use library that includes several state-
of-the-art explainability methods, and evaluation metrics that
are useful for various groups of stakeholders.

A common problem of the two lines of research, and also
for Responsible and Trustworthy AI, is how to evaluate the
perceived understandability of the explanations by human
users. Previous work attempting to measure the understand-
ability of symbolic decision models (e.g., [Huysmans et al.,
2011]) proposed syntactic complexity measures based on the
model’s structure. The syntactic complexity of an explanation
can be measured, for instance, in the case of decision trees,
by counting the number of internal nodes or leaves, or in the
case of logical formulas, by counting the number of symbols
adopted. Having a measure like syntactic complexity, that can
be easily computed, is useful from an application perspective.
E.g., it may be used to prevent excessive complexity in build-
ing decision trees and threshold expressions when explaining
a black box. On the other hand, the syntactic complexity does
not necessarily capture precisely the understandability of ex-
planations by users. A direct measure of user understandabil-
ity is how accurately a user can employ a given explanation to
perform a decision. Another measure of cognitive difficulty
is the reaction time (RT) or response latency [Donders, 1969].
RT is a standard measure used by cognitive psychologists and
has become a staple measure of complexity in the domain
of design and user interfaces [William Lidwell, 2003]. Un-
derstandability depends on the cognitive load experienced by
users, e.g., in using the decision model to classify instances
and in understanding the features in the model itself. How-
ever, for practical processing human understandability needs
to be approximated by an objective measure. In [Confalonieri
et al., 2021] we assessed the understandability of explana-
tions in two ways: i) implicitly, based on the syntactic com-
plexity of an explanation (number of internal nodes, leaves,
symbols used in a weighted formulas, etc.) ii) explicitely,
based on users’ performances and subjective ratings, reflect-
ing, for instance, the cognitive load by users in carrying out
tasks using a given explanation format.

In a parallel line of research, we are investigating how AI
techniques can be used towards explainable, trustworthy pro-
cess mining. Process mining stems from the increasing avail-



ability of digital traces recording the execution of processes in
contemporary organizations, with the goal of extracting fac-
tual insights about such processes. These, in turn, can be
used to reduce operational frictions and take informed de-
cisions for continuous process improvement. Solid process
mining techniques have been produced to handle the auto-
mated discovery of process models from event data, confor-
mance checking of event data to detect deviations between
the expected and the observed behavior, and predictive mon-
itoring to predict what will likely happen. However, contem-
porary techniques suffer of two key limitations: i) the process
mining lifecycle lacks documentation and traceability, due to
the heterogeneity of its steps, the presence of ad-hoc proce-
dures, and the usage of black-box components that do not
provide interpretable results; ii) process mining pipelines do
not integrate and use domain knowledge to empower learning
and inference algorithms towards more meaningful results.

Research in this context has so far been conducted within
unibz along two directions. On the one hand, an ex-
tension of the ontology-based data access framework [Cal-
vanese et al., 2018] has been employed to provide more
transparent methodologies and tools for extracting event logs
from legacy data sources [Calvanese et al., 2017]. On the
other hand, logic-based techniques have been investigated
in the context of conformance checking and monitoring, to-
wards comparing recorded with expected behaviors and de-
tecting the sources of non-conformance [Maggi et al., 2011;
Felli et al., 2021].

This research will be intensified in the near future through
the PINPOINT PRIN2020 Italian Project, which indeed
focuses on explanations in symbolic systems, in neural-
symbolic learning and reasoning, and via knowledge extrac-
tion towards exPlaInable kNowledge-aware PrOcess INTel-
ligence. The project is coordinated by unibz, with four ad-
ditional participating partners (Sapienza University of Rome,
University of Milano-Bicocca, the National Research Coun-
cil of Italy, and the University of Calabria), as well as Fon-
dazione Bruno Kessler and three private companies as sup-
porting institutions.

2 Involved People
Research on Responsible and Trustworthy AI is carried out
by members from two research groups at the Faculty of Com-
puter Science of unibz: i) Information and Database Sys-
tems Engineering (IDSE): Roberto Confalonieri and Markus
Zanker; Research Centre for Knowledge and Data (KRDB):
Pietro Galliani, Oliver Kutz, Guendalina Righetti, Nicolas
Troquard, and Marco Montali.

3 Applications
Explaining black box models in the form of symbolic expla-
nations can be applied in a variety of applications. Trepan
Reloaded have been applied to explain decisions made in sen-
sitive domains such as health and finance, for instance in pre-
dicting a disease or granting a loan. Experiments based on the
Gene Ontology annotations on yeast proteins (published in
[Galliani et al., 2020]) showed that even simple such expres-
sions can capture non-trivial properties with accuracy compa-

rable to that of much more complex (and less interpretable)
machine learning approaches.

Identifying and mitigating algorithmic fairness is an im-
portant requirement for explainable, and transparent AI aided
decision. Extracting decision trees can be useful to identi-
fying and justifying algorithmic bias [Hajian et al., 2016],
in particular, to understand if any (undesirable) discrimina-
tion features are used in a black-box classifier. Explanations
of black-boxes, e.g., in the form of extracted decision trees,
could provide a means to identify biases in black-box mod-
els. Preliminaries results have been presented in the context
of granting a loan in [Mariotti et al., 2021], and for manag-
ing sex and gender bias in AI models for healthcare in [Con-
falonieri et al., 2022].

4 Libraries and Tools
In relation to the research lines carried out and described
above, the following tools and libraries have been developed:

• recoXplainer1 is a Python library for development and
evaluation of explainable recommender systems. The li-
brary is an easy-to-use, unified and extendable library
that supports the development and evaluation of explain-
able recommender algorithms. recoXplainer includes
several state-of-the-art black box algorithms, model-
based and post-hoc explainability techniques, as well as
offline evaluation metrics in order to assess the quality
of the explanation algorithms [Coba et al., 2022].

• Trepan Reloaded2 is a prototype that extends Trepan, a
model-agnostic algorithm written in C, Java and Python
that extracts global explanations, in the form of decision
trees, of pre-trained black box models (e.g., MLP and
Random Forest). The extraction of global post-hoc ex-
planations takes into account a domain ontology, mod-
eled in OWL. The ontology defines the semantics of the
features in the dataset. The extraction process is guided
by the ontology and decision trees are generated by giv-
ing priority to features associated to more general con-
cepts defined in the ontology.

• ToothLearner: an experimental Java library to learn
threshold expressions from data and add it to ontologies,
together with a framework to translate (with a polyno-
mial overhead) the resulting expressions into OWL lan-
guage.

5 Challenges and Perspectives
Much work remains to be done, on the theoretical and the
practical side. We envisage the following future research ac-
tivities:

Framework for the evaluation of perceived understandabil-
ity of explanations by human users. Assessing the per-
ceived understandability of explanations by human users
is usually done through user studies. Designing and
running a user study is however a difficult task. One
has to decide what kind of questions to include, what

1https://www.inf.unibz.it/~rconfalonieri/recoxplainer/
2https://github.com/rconfalonieri/trepan_reloaded
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participant to look for etc. Assessing explanations and
their perceived understandability depends on the appli-
cation domain and on the explanation goals. For in-
stance, in recommender systems it is of interest to eval-
uate whether an explanation is persuasive, whereas in
precision medicine whether it can be trusted. Another
open issue is how to measure the causal understand-
ing achieved by explanations, e.g., in terms of effec-
tiveness, efficiency, satisfaction related to causal under-
standing and its transparency for a user [Holzinger et al.,
2019]. Providing a framework able to guide researchers
in the design of a user study, for instance, recommend-
ing which kind of questions to include and which anal-
ysis techniques to adopt, could be a useful asset for the
community.

Adapting explanations to user profiles. An important re-
quirement of explanations is that they have to be user-
centered, accommodating different user profiles [Rib-
era e Lapedriza, 2019]. For instance, an explanation
served to a technical person, i.e., a doctor, containing
a lot of technical details, is not usually suitable for a
lay audience, that generally seeks explanations closer to
its knowledge background. Being able to change the
level of abstraction and adapt to different user profiles
is a desirable property of explanations. For this pur-
pose we will adopt the idea of concept refinement op-
erators, which were applied in the context of ontology
repair [Troquard et al., 2018; Porello et al., 2018], to re-
fine the theory based on which explanations are distilled.

Integrating existing knowledge graphs. In its current form,
Trepan Reloaded is based on a predefined ontology onto
which the features used by our algorithm should be
mapped. An interesting improvement is to automatically
construct the most appropriate ontology to be mapped
onto. Such a process could be achieved by automat-
ically mapping sets of features into pre-existing gen-
eral domain ontologies (e.g., MS Concept Graph [Wu
et al., 2012], DBpedia [Lehmann et al., 2015], or Word-
Net [Miller, 1995]).

More expressive threshold expressions. Threshold expres-
sions already provide a natural and interpretable link be-
tween statistical learning of concept from data and log-
ical reasoning in knowledge bases, but they may be fur-
ther extended in order to increase their expressivity. A
particularly promising avenue of research in this second
sense is given by the study of threshold connectives able
to count role-relation successors. This will extend the
known framework of threshold expressions in Descrip-
tion Logic in a natural and useful way: as a practical
use case, one could in this way represent the driving li-
cense score (‘patente a punti’) of a person by expressing,
in a natural and easily readable and yet computationally
adequate way, the fact that six points are lost for each
single traffic light infraction. Such a statement can then
be directly integrated into a rich formal ontology. [Gal-
liani et al., 2021] contains some results about such more
expressive threshold operators.

Comparing and integrating threshold expressions and deci-
sion trees. As discussed in [Confalonieri et al., 2020a],
decision trees and threshold expressions are two differ-
ent and to some degree complementary approaches to
integrating concepts learned from data into knowledge
bases. We aim to study how these two frameworks in-
teract on a theoretical level, and secondly, to investi-
gate use-cases in ML and AI in a comparative man-
ner, specifically user-studies that help determine human
understandability of explanations generated using these
two frameworks by human users.

Integrating background and commonsense knowledge in
process mining. As pointed out in [Calvanese et al.,
2021], a particularly challenging, open problem in
process mining is how background knowledge (both
domain-specific and stemming from common sense) can
be integrated within process mining techniques so as to
improve the quality and trustworthiness of the produced
results.
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