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Abstract

The following document reports on the activities and results of the VERICLIG project during its
second and last year (February 2013–January 2014). VERICLIG was funded by a grant from the
Free University of Bozen-Bolzano Research Foundation from February 2012 until January 2014.
We summarize the research problem studied during this period, namely, extracting workflow com-
ponents (activities, actors and resources) from clinical documents, the techniques (clinical entity
recognition) applied to tackle it and their evaluation. We also provide a list of all the publications,
visits, talks and collaborations related to the project or that were financially supported by it.
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1.5.1.2 Emphasise advice on healthy balanced eating that is applicable to the general population when
providing advice to people with type 2 diabetes.

1.5.1.3 Continue with metformin if blood glucose control remains inadequate and another oral
glucose-lowering medication is added.

Figure 1: An excerpt from the NICE diabetes-2 clinical guideline3. Each line describes atomic treat-
ments that combine together into a complex therapy.

1 Introduction

Clinical guidelines are evidence-based documents compiling the best practices for the treatment of an
illness or medical condition (e.g., lung cancer, flu or diabetes): they are regarded, following [13], as
a major tool in improving the quality of medical care. More concretely, they describe or define the
“ideal” (most successful) care plans or therapies healthcare professionals should follow when treating
an “ideal” (i.e., average) patient for a given illness. Guidelines are intented for human consumption. In
order however to implement them as clinical workflows or careflows within clinical information systems,
they have to be translated into machine-readable, executable formal representations of the main control
flow features of the described treatment and of its process or plan structure: computer interpretable
guidelines (CIGs).

The VERICLIG project, funded by a grant from the Free University of Bozen-Bolzano Research
Foundation during the period February 2012–January 2014, studied how to automatically extract CIGs
from clinical guidelines using natural language processing (NLP) techniques. It was executed, moreover
in close collaboration with Claudio Eccher and Elena Cardillo from the eHealth research group of the
FBK - Fondazione Bruno Kessler, from Trento, Italy. In this report we summarize the problems ad-
dressed during its second and last year (February 2013–January 2014), the NLP techniques considered
and their evaluation, plus all the activities, publications and presentations fully or partially supported by
VERICLIG.

This report is strutured as follows. Section 2 outlines what we mean by CIGs and the main chal-
lenges to tackle when extracting CIGs and fragments thereof via NLP techniques from (English) guide-
lines. Section 3 provides an overview of the main NLP-inspired information-extraction technique we
experimeted with this year: clinical entity and relation recognition. Section 4 then discusses the exper-
iments we made to evaluate this technique, and the conclusions and further work that ensue. Finally,
Section 5 lists all the activities and collaborations carried out.

2 Mining Clinical Guidelines

There are several ways to formally characterize processes, but little consensus as to which is the most
appropriate for therapies. Thus, we do not intend at this stage to commit ourselves in the VERICLIG
project to a particular formalism, but intend rather to focus on the main features such formalisms share,
and in particular on their most basic, common constructs. For convenience, we use terminology coming
from the Business Process Modeling and Notation (BPMN) standard (see [8]). A CIG is a complex
object constituted by the following basic components:

• static components: (i) activities (e.g., providing advice, controlling blood glucose levels), repre-
senting units of execution in the process; (ii) activity agents, viz., the actors (e.g., doctors, nurses,
patients); (iii) artifacts and data used or consumed by activities or resources (e.g., metmorfin);

3http://www.nice.org.uk/nicemedia/pdf/CG87NICEGuideline.pdf

2



clinical attribute
⇑

Continue with metformin if blood glucose control remains

⇓ ⇓ ⇓
reg. activity pharm. substance laboratory procedure

clinical attribute
⇑

inadequate and another oral glucose-lowering medication is added .
⇓ ⇓ ⇓

ql. concept therapeutic procedure fc. concept

administer

continue
adequate?

"deep"

continue

blood adequate

and glucose

medication added?

"shallow"

added?
control

met-

morphin

glu-

cose

glu-

cose

medi-

cation

met-

morphin

Figure 2: Top: MetaMap UMLS (automated) annotations of the NICE diabetes guideline fragment;
boxes surround entities, annotations are MetaMap’s. Bottom: Two candidate CIG fragments (repre-
sented in BPMN): to the left, the intended “deep” CIG, to the right a “shallow” CIG. Control flows
(diamonds) specify the acceptable orderings of the activities (rounded rectangles); activities consume
resources (folded-corner rectangles).

• dynamic components: (iv) control flows (e.g., sequence and “if. . . then. . . else” control structures)
that specify the acceptable orderings among activities.

To extract CIG components the parse trees and MetaMap annotations of guidelines must be mined.
Such procedure is complex and pitfalls abound. Firstly, noun phrases (NPs) and verbs must be identified
in the parse or constituency trees. At a second step linguistic and domain knowledge in the form of se-
mantic annotations and constituency relations must be considered. Finally, ambiguity must be resolved.
In Figure 2 (top) the reader can see a guideline fragment (recommendation 1.4.1 of the NICE diabetes-2
guideline1) with its entities highlighted and their candidate annotations: to correctly extract the “deep”
intended CIG fragment (see Figure 2, bottom left) it is necessary to “filter out” the two wrong “clinical
attribute” annotations and understand that in this recommendation some nouns refer to activities; we
also need to realize that the verb “continue” introduces a third activity, and rely on syntactic structure to
properly order the activities.

3 CIG Component Recognition

3.1 Clinical Entity and Relation Recognition

To identify activities and relations in clinical documents, we need to recognize CIG fragments. Let
~tc = (c1, . . . , cn)

T denote a vector of n entity type labels drawn from a set {c1, . . . , ck} of k clinical
entities; or, resp., a vector ~tr = (r1, . . . , rn)

T of n relation labels drawn from a set {r1, . . . , rp} of p
clinical relations. Let ~α = (α1, . . . , αn)

T be a vector of n input noun phrases (NPs) or entities (the n
NPs of a sentence), or resp., a vector ~α = ((α1, α1), (α1, α2), . . . , (αn, αn))

T of n× n input NP pairs
or relation arguments (the n × n possible pairs of NPs in a sentence). The goal of clinical entity or,

1http://www.nice.org.uk/nicemedia/pdf/CG66NICEGuideline.pdf
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resp., relation recognition, see [1], can be formulated as the task of finding the best scoring vector ~t∗β:

~t∗β = argmax
~tβ

µ(ρ(~α,~tβ)) (1)

where: β ∈ {c, r}; µ(·) denotes a recognizer built using a classification model (e.g., a logistic regres-
sion or neural network algorithm); and ρ(·, ·) is a feature extraction function, that maps ~tβ and ~α into
a high-dimensional space of numeric, categorical or ordinal features over which the classifier is de-
fined. We study this task w.r.t. the set {activity, resource, actor, other} of entity type labels and the set
{temporal, causal, other} of relation labels, and consider supervised recognizers, viz., recognizers that
can be estimated from a training corpus.

3.2 Features

Our experiments focused in understanding the predictive power of syntax and semantics for recognizing
both clinical activities and their temporal relations. Thus, we decided to use linguistically “deep” fea-
tures extracted from constituency parse trees in addition to semantic annotations. Following strategies
similar to the work proposed by [14] we used the Stanford parser (see [7]) to extract syntactic features,
and MetaMap to harvest clinical entities and relations via the UMLS concept types they subsume (see
Table 1, top), and to compute the lexical semantic features.

1. By mining parse trees we extracted from NPs the following syntactic features: depth nest of
nesting; position pos in the phrase; and occurrence sub in a subordinated phrase.

2. The lexical semantic features were extracted by computing several measures of label overlap and
frequency. We considered:

(a) the (raw) frequency of the NP entity type c in the corpus;

(b) the degree of annotation overlap ϕhd between the (possibly repeated) labels labs collected
using MetaMap from all the constituent nouns of a NP, and the (possibly repeated) labels of
its head noun labsh; the relative frequency ϕlf of the NP entity type c w.r.t. labs; and label
overlap ϕls that takes into account the taxonomic structure of the UMLS Metathesaurus;
viz., respectively,

ϕhd=
||labs e labsh||
||labs||+||labsh||

ϕlf=
||labs e {c}||
||labs||

ϕls =
||labs e sub(c)||
||labs||+||sub(c)||

(2)

where || · || and e denote resp. bag cardinality and intersection, and sub(c) is the bag of all
the UMLS concept types that the entity type label c subsumes.

In all cases a simple Laplace smoothing was later applied to prevent division by zero errors.

4 Experiments and Discussion

In this document we provide a detailed description of our preliminary automated entity recognition
experiments, and in particular, the activity recognition experiments. The goal of the experiments was
to understand which set of (independent) features semantic (freq, lf, hd, ls) or syntactic (nest, pos, sub),
see Table 1, has a greater impact for this particular task. We also tried to understand how such features
interplay with sentence context and with different types of classifiers (specifically, classifiers tuned to
categorical data, such as decision trees, as opposed to classifiers tuned to real-valued features).

4



Table 1: Top: Entity types and sample UMLS concept types they subsume; relations and sample UMLS
relations they subsume. Bottom: Features considered.

activity actor resource other
laboratory organization pharmacological qualitative
procedure substance concept

temporal causal other
precedes prevents located in

coexists with produces part of

feature F description value f
nest nesting level in tree integer ∈ N
pos position w.r.t. verb subject, predicate
sub occurs in clause? yes, no
freq freq. of label in corpus integer ∈ N
ϕlf relative frequency of label in NP real ∈ [0, 1]
ϕhd head/NP overlap real ∈ [0, 1]
ϕls label/NP overlap real ∈ [0, 1]

class NP entity type activity, actor, resource, other
rel relation temporal, causal, other

4.1 Gold Corpus

Since no UMLS annotated guideline corpora are available for research purposes we ran our experiments
over the SemRep corpus (see [6]), a small annotated clinical corpus. It consists of 500 clinical excerpts
(MedLine/PubMed) and contains 13, 948 word tokens, manually annotated by clinicians and domain
experts, covering the whole clinical domain. UMLS concept types annotate a total of 827 NPs (at an
average of 2 per sentence). In addition to this, UMLS relations annotate around 200 NP pairs. The
domain of SemRep largely overlaps with that of clinical guidelines. Furthermore, they are similar in
syntactic structure. We considered two evaluation strategies:

1. A custom split of SemRep into a training corpus (2/5) and a test or evaluation corpus (3/5).

2. A 10-fold cross-validation, in which the corpus is split 10 times into 10 random subsets (1/10 used
for training, 9/10 for evaluation) and the results are then averaged out.

4.2 Experiments

Classifiers. In our experiments the main goal was to evaluate activity recognition features rather than
classifier design and evaluation. We thus relied on standard classification models from the known Weka2

data mining framework. We trained and evaluated the following classifiers:

(i) logistic classifier (Logit), (ii) support vector machine (SVM),
(iii) naive Bayes classifier (Bayes), (iv) neural network (Neural), and

(v) decision tree (Tree).

Context Windows. In parallel to this, we studied the impact of context over activity recognition,
and its interplay with our features. To this end we considered a baseline scenario, in which context is
restricted to NPs, and a scenario in which we take into consideration all the annotated NPs of a SemRep
sentence. This distinction is important since SemRep is a small and sparsely annotated corpus, for which
enhanced feature spaces may not prove informative. These two scenarios were modeled as follows.

2www.cs.waikato.ac.nz/˜ml/weka/
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• A set of NP observations: for each NPα in SemRep, we extracted feature vector (fα1 , . . . , f
α
7 , c

α)T .

• A set of sentence observations: for each vector (α1, . . . , αk)
T of annotated NPs in a SemRep

sentence, we extracted feature vectors (fα1
1 ,. . .,f

α1
7 ,c

α1,. . .,fαk1 ,. . .,f
αk
7 ,c

αk)T .

Dimensions. To evaluate the impact of the features {F1, . . . , F7}, we proceded as follows:

1. we removed feature Fi from predictors {F1, . . . , F7};

2. we took into account sentence context (Sen scenario) or not (En scenario);

3. we either split the corpus into a training (2/5) and an evaluation (3/5) corpus or considered the
whole corpus and

• if not splitted: evaluated the classifiers via a 10-fold cross-validation over the gold-standard
corpus, and measured both individual and average classifier precision (Pr), recall (Re), F1-
measure and accuracy (Ac) per each (F, S) feature-scenario pair.

• if splitted: trained the classifiers over the training corpus, evaluated them over the evaluation
corpus, and collected the same performance statistics as before.

In what follows we display the average Pr, Re, F1-measure and Ac results (left), plus the results per
classifier (right), and the results by scenario (on top, 10-fold cross-validation and below, the custom
split). We also show tables with Pr, Re, F1-measure and Ac results by classifier, feature, context scenario
and corpus split. The following diagram summarizes the different dimensions of the experiments:

F7

F6

F5

F4

F3

Cross F2 Sen

Custom F1 NP

All Neural SVM Tree Logit Bayes

4.3 Discussion and Conclusions

4.3.1 Discussion

The NP scenario shows a drop in average precision, recall, F1-measure and accuracy when hd and freq
are disregarded, and a minor drop when ls is disregarded. The removal of syntactic features on the other
hand has a smaller effect.

When considering sentence context, we can observe a greater impact for sub, and a minor drop
when ls is disregarded. But sentence context gives rise also to a clear decrease in average classifier
performance. Thus sub, while significant, is less useful than the semantic features.

Both the 10-cross validation and the custom split settings gave rise to similar trends, as the reader
can observe by comparing the plots.
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Table 2: NP scenario. Top left: Average classifier performance, 10-fold cross-validation. Top right:
Performance per classifier, 10-fold cross validation. Bottom left: Average classifier performance, cus-
tom split. Bottom right: Performance per classifier, custom split.

This last observation is substantiated by corpus evidence. One way to see how, is to focus on the
distribution of syntax relatively to corpus domain. Syntactic structures can be approximated by function
words3 (e.g., subordinators such as “if” or “then”, coordinators such as “or”). We compared to SemRep:

1. a subset of the Brown corpus ([3]),

2. a corpus of business process specifications ([4]),

3. a subset of the NICE diabetes-2 guideline ([11]),

4. a subset of the NICE eating disorders guideline ([10]), and

5. a subset of the NICE schizophrenia guideline ([12]).

We run the following statistical tests (see [5]) at p = 0.01 significance: (i) a t-test (null hypothesis: cross-
corpora function word mean relative frequency is 0.20); (ii) a χ2-test of independence (null hypothesis:

3For the POS tagging we relied on a Natural Language Toolkit (NLTK) 3-gram tagger by [2], trained over the (POS
annotated) Brown corpus.
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Table 3: Sentence scenario. Top left: Average classifier performance, 10-fold cross-validation. Top
right: Performance per classifier, 10-fold cross validation. Bottom left: Average classifier performance,
custom split. Bottom right: Performance per classifier, custom split.

function word distribution is correlated to corpus domain). The test results (see Table 8) show that syntax
is uniform across domains, and thus has a more limited impact relatively to semantics.

Syntax, however, can be leveraged to optimize prediction results when exploited by classifiers sen-
sitive to categorical data. The classifier that performed better overall was the decision tree, which seems
to exploit better the more limited impact of sub, pos, and nest.

4.3.2 Conclusions and Further Work

Our experiments have shown that in general the lexical semantic environment of an entity is more sig-
nificant than its syntactic environment for identifying activities. Corpus analysis on SemRep and other
clinical and non-clinical corpora showed moreover that the syntax of clinical text is not significantly dif-
ferent both within and across domains. Taking into consideration sentence context gave rise to a slight
gain in performance. In all of our experiments the best performing of all the simple annotators used
turned out to be the decision tree, better adapted to the categorical features we considered. The small
size of the corpus and in particular the small number of relation annotations made our results much less
conclusive however regarding temporal relations.
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corpus size (words) domain rel. freq.
Brown 1,391,708 news 0.16

Friederich 3,824 processes 0.17
SemRep 13,948 clinical 0.18
diabetes2 7,109 clinical 0.16
eating dis. 5,078 clinical 0.17

schizophrenia 5,367 clinical 0.18

χ2 p df. t-score p df.
43.13 0.00 2 1.03 0.36 5

Table 8: Top: Function word relative frequency across corpora and domains. Bottom: Statistical tests
(χ2-test of independence and t-test).

In the future, we plan to consider more powerful techniques, more complex feature sets, and larger
corpora to improve our results. Regarding techniques, we intend to use more powerful classification
models for NLP such as conditional random fields (CRFs), which can exploit possible dependencies
among independent features. Furthermore, such models allow for very complex linguistic features and
context models (based on n-grams) that we did not, for the sake of simplicity and scope, consider in
this paper, such as the bag of n-words or n-POSs surrounding an entity, or the n-typed dependencies in
which it participates, to name three. We intend also to consider a bigger corpus by integrating SemRep
with the i2b2 clinical corpus as suggested by [1]. Finally, we will experiment with temporal relation
extraction methods (à la TimeML) to tackle CIG control flow extraction. In fact, the current investigation
focuses only on before/after temporal relations among tasks, but our final objective is the extraction of
complex CIG fragments encompassing also gateways and more elaborated constraints on the process
control-flow. Since the nature of the extracted constraints is declarative, we will not only focus on
“procedural” specification languages (such as Asbru, Glare, BPMN), but we will also consider, at least
as an intermediate format, constraint-based languages such as CigDec [9].

5 Publications, Presentations and Collaborations

• Tutorials, Posters, Presentations:

1. CSLT 2013, Potsdam, Germany, March 2013. (Presentation)
2. ESSLLI 2013, Düsseldorf, Germany, August 2013. (Tutorial)
3. TbiLLC 2013, Gudauri, Georgia, September 2013. (Presentation)
4. IJCNLP 2013, Nagoya, Japan, October 2013. (Poster)
5. AI*IA 2013, Torino, Italy, December 2013. (Presentation)

• (Peer-reviewed) Publications:

1. Camilo Thorne, Elena Cardillo, Claudio Eccher, Marco Montali, Diego Calvanese. “The
VERICLIG Project: Extraction of Computer Interpretable Guidelines via Syntactic and Se-
mantic Annotation”. 2013. Proceedings of CSLT 2013, p. 54–58, ISBN 978-1-6274839-8-8.
(Workshop paper)

2. Camilo Thorne, Elena Cardillo, Claudio Eccher, Marco Montali, Diego Calvanese. “Auto-
mated Activity Recognition in Clinical Documents”. 2013. Proceedings of IJCNLP 2013,
p. 1129–1133, ISBN 978-4-9907348-0-0. (Conference paper)
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3. Camilo Thorne, Elena Cardillo, Claudio Eccher, Marco Montali, Diego Calvanese. “Process
Fragment Recognition in Clinical Documents”. 2013. Proceedings of AI*IA 2013, p. 227–
238, ISBN 978-3-3190352-3-9. (Conference paper)

4. Camilo Thorne, Raffaella Bernardi, Diego Calvanese. “Designing Efficient Controlled Lan-
guages for Ontologies”. 2014. Computing Meaning, p. 149–176, ISBN 978-9-4007728-4-7.
(Book chapter)

5. Camilo Thorne, Jakub Szymanik. “Semantic Complexity of Quantfiers and Quantifier Dis-
tribution in Corpora”. 2014. Proceedings of TbiLLC2013. Submitted. (Symposium paper)

• Collaborations:

1. E. Cardillo and C. Eccher, FBK, eHealth Group. (Trento)

2. K. Kaiser, TUWien. (Wien)

3. M. Arguello, UManchester. (Manchester)

4. J. Szymanik, UVA. (Amsterdam)

5. R. Bernardi, UniTN. (Trento)
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