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Abstract. Controlled languages (CLs) are ambiguity-free subsets of natural lan-
guages such as English offering a good trade-off between the forgual of
ontology and query languages and the intuitive appeal of natural lgaglihey
compositionally map (modulo @ompositional translatior(+)) into (orexpresy
formal query languages and ontology languages. Modulo compoditioriaey
inherit the computational properties of such ontology/query languagt® set-

ting of OBDAS, we are interested in capturiggery answeringand measuring
computational complexity w.r.t. the data queried (a.Bata complexity In this
paper we focus in defining a CL capable of expressing a subseta§@iegate
queries and study its data complexity w.r.t. several ontology languages and ex-
tensions of the query language.

1 Introduction

Ontology-based data access systems (OBDASSs) have beensprbpy the semantic
web community as a way of integrating and querying infororattoming from hetero-
geneous sources [16]. Such systems have two main comppfipatsontology andii)

a collection of (possibly multiple) databases of which tinéotogy, typically an OWL
ontology (or an ER, UML, etc., conceptual model), providasmdied, common view
or interface. OWL ontologies are formally underpinned bycdigsion logics (DLs),
which are expressive enough to capture conceptual modelBdBnal queries, in gen-
eral fragments of SQL (or SPARQL) queries, such as (uniofspojunctive queries,
are formulated w.r.t. the ontology and later rewritten anal@ated (under OWA) over
the datasources [6].

Controlled English interfaces to such systems (targetmgexpert users) have been
proposed [5, 9] as a trade-off between the English uttesaomeered by the system and
its performance (measured in terms of, e.g., precisiorglirend accuracy), follow-
ing the desiderata laid by [2] for natural language intexfato databases. Controlled
languages (CLs) are ambiguity-free fragments of a natarajuage. This allows their
being symbolically (and, moreover, compositionally) skated, without any loss of in-
formation, into OWL assertions and/or queries to be sentadttk-end OBDAS [5].
The ACE (Attempto Controlled English) CL, and its fragmer@B-OWL (that maps
into OWL), is perhaps the best known in the literature [9]. ldwer, the kind of con-
straints and queries support by OBDASSs affect their sclithabAnswering e.g. select-
project-join SQL queries over OWL ontologies is (at leastystiwase exponential on
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the data ¢oNP-hard) [3]. These considerations generalize to the CLs@tipg by OB-
DAS, in the sense that, modulo compositional translatitmsy inherit (i.e.,expres¥
the computational properties of the ontology and querydaggs.

This raises the issue of how to extend the expressivityfeme=of the CLs with-
out blowing up the performance of the OBDAS. In this paper w@ppse to consider
the class of SQlaggregate queriesviz., select-project-join queries witBROUP BY
andHAVI NG clauses and aggregation functions suclC@sNT, SUM M N, AVG, etc.,
in combination with several ontology languages and detil@&agments of English.
CLs that translate into aggregate queries have been masthypged for plain database
settings [11]. The main contributions of this paper are tilefing:

1. We define an interrogative CL, ATQ-English, that composdlly translates into
aggregate tree-shaped queries (ATQs). We also look at hewpiess several on-
tology languages (that overlap in expressive power with OWL)

2. We consider bare ATQs and extensions (closed under booleerations and/or
equipped with comparisons) together with those ontologglages and study their
data complexity. Aggregates do not increase significatigglta complexity but
syntactic constructs that go beyond selections, joins apjggtions, do.

2 Tree Shaped Aggregate Queries over Ontologies

Relational Databases.We assume as given a countably infinitemainA := Ap U

Ay partitioned into a domaid, of object constants and a domaiyy, of values (con-
taining numbers; in what follow® and its subsets). We cdllpleany finite sequence

of domain elements. Alatabase schemR is a finite set of relation names. i&lation
nameR is a predicate symbol of arity (a nonnegative integer). Aatabase instance
(DB) D of R is a pair(4, -”) whereA is the domain and” is aninterpretation func-
tion over R, that is, a function mapping each relation sym#obf arity n in R to a
subsetR” of A", i.e., to arelation instance Observe that databases are basically FO
interpretation structures @& [1]. Thesize|D| of D is defined as the number of tuples
in its relation instances. The set of such tuples is denadedn( D).

Conditions. A termt is either a variable (liker,y,...) or a constant (like:, d, ...).
An atomis an expression of the formk(¢), where R is a relation name of arity.
andt is a sequence of terms. An atom igroundwhen all its terms are constants. A
condition® is a (possibly empty) conjunction of FO atoms closed undgatien and
existential quantification. We defing® := —3z-P, P V Pg := (=P, A —=P5) and
b1 = Py := —P1 VPo. We denote byar(P) the set of variables occurring in condition
@, and byFV(®) its free variables. A condition is calledsentencéor also,boolear)

if it contains no free variables. A conditiah(z) is said to beree shapedf (i) it is an
atom A(x), (ii) it is a conditionIy R(x, y), (iii) it is a conditiondy(R(z,y) A P(y)),
where®(y) is tree shaped, div) it is a condition®,(z) A $2(z) whered,(z) and
@y (x) are tree shaped. The free variablef ¢(z) is called theoot of .
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Ontologies and OBDASSs. An ontologyO is formally defined as a set of sentences.
Ontologies typically expresonstraintstermed als@xiomsor assertionyon the data,
viz., they provide the conceptual model of a domain of irgerescribing the classes of
objects such a domain of interest comprises, their atgiat properties, and their rela-
tions. Anontology language is a class of constraints, obtained by suitably restricting
their syntax. i.e., a fragment of FO with a distinct expresgower [16]. Ontologies
provide a single, unified, global view on datasources foesasing data in ontology-
based systems. Aontology-based data access sys{@BDAS) is a pairf O, D) where

D is a DB andO is an ontology.

Aggregate Queries. We consider now the following standard S@ggregation func-
tions viz., max, min, count, countd, sum andavg. In what followsa will denote an
arbitrary aggregation function. Given this, we callaggregation ternany expression
of the forma(y), wherey is called araggregation variableAn aggregate tree-shaped
query(ATQ) overR is a query of the form

q(z,a(y)) « @ (1)

wheregq is theheadrelationx is agrouping variable «(y) is an aggregation term and
& := &1 A R(z,y) A\ P2 with &, a condition rooted iny, $, a condition rooted i,
R(z,y) an atom{z,y} = FV(®) andy # x.

The core § of an ATQ gq(z, a(y)) «— P is defined agj(z,y) — P. Queries with
conjunctive bodies but no aggregation terms in their heagl&m@own in the literature
asconjunctive querie$CQs). If the sequence of head variables is empty, a CQ is said
to beboolean[1]. In general, different constraints on the syntax of hesldtions and
conditions give way to different classes of queriesgéery language’ is any such
class.

Certain Answers and QA. Aggregation functions in SQL are defined over bdgh,
calledgroups which are collections of possibly repeated symbolic andenical values
(from A), and return a rational number. OBDASSs and ontologies, ewther hand, deal
with incomplete information, i.e., their DBB are a partial description of the domain
of interest that the ontology "completes” by intuitivelyaracterizing the space of all
the DBsD’ compatible withD [7]. Naively asking an aggregate querpver eachD’
may thus yield no meaningful answer: it might return a défargroup and a different
guantity over eachD’ [7]. To overcome this wei) ask for the tuples satisfying the
condition of the query ovedll the D’s, (ii) group those tuples ar(@i) return the value
of the aggregation function over that group [7]. Finally tissociated query answering
problem allows us to study computational properties (@data complexity).

An assignmenty over a condition? is a function that map¥ar(®) to A and each
constant in@ to itself. Assignments are extended to complex syntactjeatd like
atoms and conditions in the usual way. An assignmeig said tosatisfya condi-
tion @ over D, denotedD, v |= &, whenever evaluates to true i® underv, i.e., the
standard notion of satisfaction in FO [1]. We denoteSat, (®) the set of satisfying
assignments ap over D. A DB D’ is said to extend a DB, if, for eachn-ary relation
symbolR, RP C RP'.
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Let (O, D) be an OBDAS. Consider an AT@of the formg(z, a(y)) <« & with
grouping variables:, aggregation variablegand condition?. Let ¢ be a tuple. Acer-
tain assignmernis a mapping : FV(®) — adon(D) where, for eactD’ thatis a model
of O and extenddD, there exists an assignmentc Saty/ (?) s.t., for allz € FV(P),
§(z) = ~(z). We denote bysaf (¥) this set. Thecertain groupof tuplec is the bag

H. = {(y) | c = 6(x),0 € Saf) ()]} e
and the set ofertain answersf ¢ over (O, D) is the set
cert(q, O, D) :={(3(x), a(Hyx))) | & € Sa)(®)}. (3)

The query answerindQA) decision problem for ATQs over OBDASS is the deci-
sion problem stated as followmput: a tuple(c,n), an ATQ ¢ an OBDAS (O, D).
Question: does(c,n) € cert(q, O, D)? We are interested in the complexity of QA
measured considerind as its sole input, that is, in the so-callddta complexityof
QA [18].

Example 1.Consider the database scheRia={takesCoursgomesFrontakesPlace
Country, StudentUniversityt, wheres in R stands for "student”. A databaseRBf; is
the databas®,

takesCourse Student Course Country takesPlace comesFrom
SNamg Course -gxrme University. CNamdCCred = xme =NamgPName SNaméCoName
Luca| TOC PName TOC 4 -

Luca - Italy TOC | Unibz Luca | ltaly
Luca | ADS James Unibz ADS 4 UK German LC James UK
JamegGerman German O

where "TOC” stands for computational complexity and corapility theory, "ADS”
for algorithms and data structures, "LC” for Language Ceatnd "Unibz” for Bolzano
University. (for convenience we use attribute names to téeredation positions). The
following setO, of constraints

Vz(JytakesCourser, y) = Studentr)) Vz(3ytakesCoursgy, z) = Courséz))
Vz(JycomesFronf, y) = Studentz)) Vz(3ycomesFrorfy, z) = Country(z))
vV (JytakesPlacér, y) = Coursdz))  Vaz(JytakesPlacéy, x) = Placgx))

Vz(JyhasCredit$z, y) = Studentzx)) Vz(Universityz) = Placgz))

provide a conceptual model of the domain of students. Heheeair(O,, D;) consti-
tutes an OBDAS. Consider now tkeunt ATQ ¢y overR

qo(z, count(y)) «— 3z(Studenty) A takesCoursgy, z) A

comesFrorty, z) A Country(z)) (0)

which we would had written in SQL as

SELECT s2. CNanme, COUNT(s2. SNane)
FROM St udent sl1, conesFrom s2
VWHERE EXI STS ( SELECT =
FROM t akesCour se s3
WHERE s1. SNane = s2. SNane AND s2. SNane = s3. SNane)
GROUP BY s1. CNane

The queryqy asks for the number of courses taken by students of eachrgount
Asking qo to (O, Dy) givescert(qg, Os, D) = {(Italy, 1), (UK, 1)}. O
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3 Expressing Query Answering (QA)

Translating English declarations and questions into ogfplconstraints and queries
symbolically and compositionally can be modelled by Engfisrmal semanticeom-
positional translations-(-), in the spirit of Montague and Clifford [12, 8], which use in-
termediate expressions callawtaning representatiorisom higher order logic (HOL),
i.e., FO enriched with th&-application A-asbtractiong-reduction and the types of the
simply-typedA-calculus. The function(-) is recursively defined on English compo-
nents by enriching (formal) grammars with semantic act[@6% it exploits the syntax
of the CL utterance by-applying the siblings of every syntactic constituent agd b
A-abstracting the free variables introduced (in the MR) byosdinated clauses [10].
For every languagé, we definer(L) := {7(w) | w € L}.

Given a formal languagé’, to expressL’ in CL we define a declarative CL and
a compositional translation(-) s.t. 7(L) = L’. Given an ontology language and a
query languag®, to express QA in Clwe expresL and Q.

Expressing Ontologies.CLs are tightly linked to ontologies. Traditionally, theyere
used for tasks such as ontology authoring. More recentgy thave been used for
declaring and querying information. The OWL web ontologygiaagé is the W3C
standard for web-based ontologies and ontology-basedragstand is formally under-
pinned by description logics (DLs), which are decidablgyfants of FO specifically
tailored for representing and reasoning about knowledpér{articular, OWL 2 cor-
responds to the DISROZ Q (with data types). The CL ACE-OWL [9] expresses OWL
in controlled English. OWL however does not scale to data tology based systems:
inference and query answering a@NP-hard in data complexity.

It is of interest, then, to consider CLs for which the data plaxity of QA is
tractable. One such CL is Lite-English (see [4] for its defom), for which QA is as
hard as for DBs (il.ogSpacs. Lite-English expresses the L -Lite [4]. A meaning-
ful fragment of OWL closed under boolean operations in the DIC7T, expressed by
the CL DL-English [17]. It is also of interest to considergraents of everyday English
whose expressiveness overlaps with OWL. The Fragments disBr@OE) [14] are
obtained incrementally by considering all the (grammétiaterances one can build
using only copula, common nouns and thets "some”, "every” and "no”, i.e., the
syllogistic fragment, and then exteding coverage to furBheglish constructs. See Fig-
ure 1.

Expressing ATQs. We express ATQs with the CL ATQ-English. Sets are seen, in
formal semantics, as characteristic functions of type t. Similarly, bags can be seen
as functions of type — N. To express SQL aggregation functions we aggregate
determinerof type(e — N) — Q). They are applied tdl constituents which are made
to denote bags:

7(the greatest number pf= A\PY~N max(P):(e — N) — Q,
7(the smallest number pf= AP%~N min(P):(e — N) — Q,
7(the total number gf:= A\P%~N.sum(P):(e — N) — Q,

Yhttp://ww. w3. or g/ TR/ oW - r ef
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COP Copula, common and proper nouns, negation, universal and
existential quantifiers

COP plus transitive verbs

COP+TYV plus ditransitive verbs

COP plus relative pronouns

Copula, left (positive and negative) universal quantification,

left relative pronouns, adjectives, common nouns, indeterminate
pronoun "something” and intransitive and transitive verbs
Copula, left (positive and negative) universal quantification,
relative pronouns, adjectives, common nouns (of which "thing”),
existential quantifiers, intransitive and transitive verbs,

negation and conjunction

COP+TV
COP+TV+DTV]
COP+Rel
Lite-English

DL-English

cop &y () — A(x)

Dr(z) — Pi(x)

Vo (P (z) = P, (z))
Jz(Py(z) A Pr(x))

No student failed.
Some student failed.

COP+
TV

D (z) — A(w)
@, (x) — &y () | Vy(A(z) = £¢(z,y))
| Jy(A(z) Ap(z,y))

Vo (b, (z) = £P,.(2))
Jz(Py(z) A Pr(z))

No student failed.
Some student studies
every course.

COP+
TV+
DTV

Dy(w) — A(w)
P (z) = Pi() | Vy(A(z) = £9(2,y))
| 3y(A(z) Ap(z, )
Dan(z,y) — V2(A(z) = £x(2,9, 2))
| 3z(A(z) A x(z, 9, 2))
P (z) = Pu(z) | VY(A(z) = £Pan(z, y))
[ 3y(Az) A Pan(z, y))

Vo (P (x) = P, (x))

Jz (P () A Dy (z))

Every student
gives no credit

to some student.
Some student
borrows some book
from some library.

COP+
REL

D) (z) — A(z) | £P;(x) A £Pi(z)
P, (z) — D1 (x)

Vo (£P,(z) = £P,(x))
Jx(£Pi(x) A £, (x))

Some student who is not
diligent is smart.

DL-Lite — A(z) | Iyv(z,y)

Vo (P (x) = £, (x))

Everybody who studies
something is a student.

)
)= By

@l (w;

&1(z) = A(z) | Tyd(z, y)

| +& (I) A :|:<I>;(z)

| 3y (z, y) A £Di(y)
P, () — Py (x)

ALCT

Quwi
| — h\Sg.
; S
Wriich NP, >/Pi\
) TV,
b

=

the number of

NP;

N;

stu(iients Rel;
who Nng
A

Vo (£P(x) = £P,-(x))

\Nj
'/R’elé \PP

e ng_
e
P
™V,;% NP

study

Every student that
is not diligent
is not a good student.

J per country?

something

Fig. 1. Top: Coverage of the declarative CLs discussed in this paper lamebritol-
ogy languages they express. Note thét, y) (resp.x(z, y, z)) stands for some binary
(resp. ternary) atom. By- we convey the fact that an atom or condition may or may
not be negated. Complete utterances in these fragmentd afdte form Det N VP,
whereDet maps, modular(+), into eitherv or 3, N (recursively) into®;(z), the sub-
ject, andVP (recursively) intod,.(x), the predicate [14, 17, 4]. Notice that subjects and
predicates, but for COP+#R and DL-English, express different properties (they are
non-symmetrical)Below: GROUP BY clauses are captured B\P components.
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7(the average number of= A\P2~N avg(P):(e — N) — Q,
7(the number of := AP*~N.count(P):(e — N) — Q,
7(the number of distingt:= AP*~Y.countd(P):(e — N) — Q.

MRs make use of a sét, t, N, Q} of basic types. Notice that boolear9(1}) are
positive integers and that as a result bag-typed expresai@implicitly polymorphic.
The gammar of ATQ-English is specified as follows. We exp@RSUP BY clauses
(followed possibly by &4AVI NG clause) from SQL by means BPs that combine with
subordinate clauses. We disregard morphology and polastes, which can be easily
dealt with by consideringefinite clause grammgbDCG) rules, where parsing is based
on SLD-resolution and unification [10].

Qun —1; N; Sy, ? T(Qun):=AZ.7(L;)(T(N;))(Ai.T(Sg;))
Qui —L, S,,? 7(Qun)=Az.7 (L) (M.7(S,. 7))
Qv —d0esNP; VP;? 7(Qy/n)=r(NP,)(r(VP;)}
Qy/n —iSNP; VP;?  7(Qy/n):=7(NP;)(r(VP,))
Sy, =NP,. VP; T(Sg;):=T7(NP, ) (T(VP;))
N —Adj'N; (N = (Ad]){(r(N.)
N; —N; RelC; PP (N;):=r(Rel;)(r(N;))(+(PP))

RelC; —Rel; Sy, 7(RelC;):=7(Rel;)(Ai.T(Sy,)) VP;—is Adj7(VP;):=7(Adj)
VP; -VP; Crd VP, 7(VP):=7(Crd)(7(VP; ))(T(VPL)) VP;—isaN;7(VP;):=7(N;)
VP; TV, ; NP, T(VP,;):=r(TV, ;) (r(NP;)) VP, —IV; 7(VP;):=r(IV})
NP; —Det N; 7(NP;):=7(Det)(7(N;)) NP;—Pro; 7(NP;):=7(Pro;)

PP —PP RelC; 7(PP):=7(PP)(7(RelC;)) NP;—Pn; 7(NP;):=7(Pn;)

Notice thatz C FV(7(NN;))UFV(7(S,,)) (this is the expedient that allows us to cap-
ture grouping variables). We say that a conditibrs equivalento a HOL expression
« = Az.B.1, in symbols® = «, whend = 3.

Theorem 1. ATQ-English expresses ATQs.

Proof. (=) We need to show that for every Wh-questi@nn ATQ-English there exists
an ATQq of the form s.t7(Q) = ¢. Question&) come in three kindgj) aggregate Wh-
questions(ii) non-aggregate Wh-questions &fifj (non-aggregate) Y/N-questions. To
prove this result, we prove something more general, narhalyfor each (recursivaY
and/orVP constituent of ATQ-English, there exists a tree-shapediitiom ¢(z) s.t
they map to, modula (-), Az.®(x): e — N. This we can prove by an easy induction
on VPs andNs, taking care that types, polarity and morphosyntactitufes, unify.
For simplicity, we disregard gap-filler indexes. It is theasg to see that, for instance,
"which is Det N per N” maps toAz¢.An%.n ~ a(Ay®.®(y) A ¥ (y)):e — (Q — t),
that "doesNP VP” maps todz®(x): ¢, or that "whichN VP” maps toAz¢.®(x):e — N.

(«=) We need to show that for each AT@Qhere exists a questiap in ATQ-English
s.t.7(Q) = ¢. In order to prove this, we prove, by induction on tree-sklagenditions
&(x) rooted inx, that there exists either or aVP constituent in ATQ-English s.t.
7(N) = &(x) (resp.7(VP) = &(z)):

1. (Basis) If¢(x) = A(x), then it has as preimage theA or theVP "is a A”, while
if &(z) = Jy(R(z,vy)), it has as preimage th¢ or VP ” Rs something”.

2. (Inductive step) Ifp(z) = &'(z) A 9" (x), by IH &'(x) is the image of somé&l
or VP and similarly for®”(x). Hence,®(z) has as preimage eitheN"RelC”
(where, e.g.RelC rewrites into th&P associated té” (x)) or "VP andVP". The
argument is similar fo(z) = JyR(x, y) A D' (y).

7
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Clearly then, the ATQy(z, a(x)) «— &(x) A R(z,y) A ?'(y) (or, more precisely, its
equivalent HOL MR) will have as preimage in ATQ English thesgtion "which isDet
N perN'?”, where Det is an aggregate determiner. On the other hafid) — &(x)
will be the image of "what/whd/P?” andq() < Jx®(x) will be the image of "does
anybodyVP?” or "is anybodyVP?". O

Example 2.Consider the following Wh-question:
Which is the number of students who study something, per egeint  (QO)

It gives rise to thecount aggregate query, of Example 1 via the parse tree from
Figure 1, which is generated by combining our grammar withftilowing lexicon.
Aggregate determiners express the defihiEe"the number ofN” while the grouping
complemenfa PP attachment) "peN” expresses grouping:

— 7(which):=ARY= Q=) A\pQ R(n,m):(Q — (Q — t)) — (Q — t).

is):=AnCAm%n ~ m:Q — (Q — t).

€):=APY~t P(n): (Q —t) — t.

student$:=Az°.Studentr):e — N.

something:=AP*~*.Jy*P(y):(e —» N) — ¢

who):= AP MAQe N \2¢.(P(2)AQ(x)):(e — N) — ((e — N) — (e — N)).

— 7(per country:=\P¢~N \ye.(P(y) ACountry(z) AcomesFrorty, z)):(e — N) —
(e = N).

— 7(per country:= QAP \ye.(P(y) ACountry(z) AcomesFrony, z) A Q(2)):
(e=N) = ((e—N)— (e—N)).

— 7(study):= N A€ a(\y©.takesCourser, y)):((e — N) = N) — (e — N).

-7
- T
-7
-7
-7

o~ ~ —~ ~

The value ofr(:) on the whole question (after-application and abstraction arit}
normalization) is

Az dm@.m ~ count (\y°.Studenty) A 3¢ (takesCoursgy, z)) A
comesFrory, ) A Country(z)): e — (Q — t),

i.e., the value ofr(-) on the (root) componen®,,, (see again Figure 1). Clearly,
7(Q0) = qo. O

Expressing Comparisons,V, - and V. By covering comparative (both majorative
and diminutive) and equative adjectives we can capture aosyns, i.e., the constants
0 e {<,><,>~}of typeQ — (Q — t) over the rational€) (which we assume
to be totally ordered) and comparison atots’ [1]. Another way of increasing the
coverage of our CL consists in considering all the quansifeand boolean operators
definable on conditions, vizy/, ¥ and— (disjunction is equivalent to theNI ON and
UNI ON ALL query constructors in SQL). Thus doing we express:

1. Tree-shaped conditions with comparisarsi’ (<-ATQSs).

2. Negations (with e.g. "does not”) of tree-shaped condgjed(x) (—-ATQS).

3. Unions (with "or”) of tree-shaped conditionB(z) vV &' (z) (V-ATQs).

4. Universal (with "only”) tree-shaped conditionsy (R (z,y) = ®(y)) (V-ATQS).
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Example 3.Given theAd] "heavy”, put: (i) heavie(x, y):=3n3n’(hasCredit$z, n) A
hasCredit§,n’) A n>n’), (i) s-heaviekz,y):=3n3n’ hasCredité:,n) AhasCreditgy,n’)
An > n') and(iii) as-heavyz, y):=3n3n’ (hasCredit$z, n) A hasCreditéy, n') An ~
n') of typee — (e — t), wherehasCreditds an expression of type— (Q — t). Next,
we create lexical entries for "is heavier than”, "is stiydtleavier than” (the majoratives)
and for "is as heavy as” (the equative), as well as entriethitogical operations:

— 7(is heavier thaji= o “~* \z¢.a(\y°.higher(z, y)):((e = N) —t) — (e —1).
— 7(is as heavy as=\al“ L \ze.a(\y°.as-highz, v)):((e = N) —t) — (e — ).
— 7(is strictly heavier thapn=Xa ("% z¢.a(\y°.s-highefz, y)):((e— N) — 1)
(e—1).
— 7(not):=AP.-P:(e—N) — (e—N).

(0N:=APC N AQ A€ (P(2) V Q(2)): (e—N)— ((e—=N) —1)
— 7(only):=AQ.A\PNz(P(z) = Q(x)):(e—N)— ((e—>N) —1).
— 7(who):=AP*~N \z¢. P(z):(e—N) — (e—N).
— 7(som@:=AP~NN\Q N 3z¢(P(z) A Q(x)): (e—N)—((e—N)—t).

!

|
N

Content words can be easily added as followgs like "comes from” give way to
the entryr(comes from:=\a ()~ \z¢.a( \y¢.comesFromi, y)):((e — N) — t) —
(e—t) andNs such as "student”, to entries suchréstuden}:=Az°.Studentz):e — N.
Consider now the following controlled Wh-questions:

Which course is heavier than (strictly heavier than, as heaygome course? (Q1)

Who is a student who does not come from lItaly? (Q2)
Who is a student or comes from some country? (Q3)
Which student studies only courses held in universities? ) (Q4

They can now be successfully parsed. ATQ-English can nowesspsimple queries
withV, -, v andf € {<, > ~, <, >}. O

4 Data Complexity of QA

In this section we show that adding < and — to conditions make query answer-
ing hard. Thev operator alone, however, need not [6, 1]. Modu(e), reasoning over
CLs is polynomially equivalent (in data complexity) to reamg over their MRs [14].
In what follows, we identify CLs with their MRs (i.e., with ostraints and/or formal
queries) and reason solely on these MRs.

To check whether a tuplg:, ) is a certain answer for ATQ(z, a(y)) «— & to an
OBDAS (O, D), in general, wei) check whether is instantiated t@ by a certain as-
signment and thefi) loop over the (finitely many) certain assignmentsigfpupdating
at each step the value afon the groupH., until o returnsn. Otherwise, our proce-
dure will return a negative answer. In other words the datapexity of answering an
ATQ depends, ultimately, on that of computiSg{j (#) and coincides, for this reason,
with the data complexity of answering its core (i.e., withttof answering CQs over
OBDASSs), whenever this data complexity is known.
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Theorem 2. Answering ATQs (and unions thereof) w.r.t. Lite-Englisd &OP decla-
rations is inLogSpacein data complexity.

Proof. Lite-English expresses thal_-Lite ontology language [4]. It moreover, contains
COP. The result follows immediately from the data compiegitanswering CQs over
DL-Lite OBDASS [6]. O

Theorem 3. Answering ATQs isoNP-complete for COP+Rel and DL-English.

Proof. (Sketch) It can be shown that QA for ATQs and COP+RelkIP-hard in data
complexity. On the other hand, DL-English contains COP+d&&l is contained in the
two-variable fragment of FO. The same holds for the coresi@# Hence, data com-
plexity is in coNP[13]. O

Theorem 4. Answeringv-ATQs (and unions thereof) over OBDA&E2, D) where O
is a COP ontology ioNP-hard in data complexity. It is itoNP for DL-English,
COP+TV, Lite-English and COP.

Proof. (Hardness.) By reduction from ti¢P-complete satisfiability problem fd+2
clauseg(2+2-SAT), where, given a conjunctian:= i, A ... A 1y of k propositional
clauses of the fornp; := p;1 V pio V —n;1 V —nye, We ask whether there exists a truth
assignment (taj(-) s.t.6(¢) = 1. 2+2-SAT was shown to bEP-complete by [15],
whose prove we adapt.

Encode¢ into a DB Dy as follows. Consider the predicatBs, Py, N; and Ng,
and for eachy;, set: {(i,pi1)} C Pf¢, {(i,pi2)} C Pde’, {(i,ni1)} C Nfd’ and
{(i,ni2)} C Nf¢. Next, consider three predicatels and A, (unary), andval (bi-
nary). SetO = {Vz(As(z) = -Ai(z))} and putT € Af‘”. Finally, consider
the following (boolean)/-ATQ ¢() «— @ whose body is defined as follows, :=
31‘31}1 Hyg E|y3§|y4 (P1 (.23, Y1 )/\Vzl (Val(yl, Zl) = Af(Z1))/\P2 (.’L‘, Y2 )/\VZQ (Val(yg, Zg) =
Af (ZQ))/\Nl (l‘, yg)/\HZQ (Val(yg, 2’3)/\ At(Z3))/\N2 (I, yg)/\HZ:J, (Val(y4, 24)/\ At(Z4)))
We claim that

() & cert(q, O, D) iff ¢ is satisfiable.

(<) If ¢ is satisfiable, then there exists ad@) s.t. 6(¢) = 1. Define a DBD
extendingD, and that is a model o as follows. Pick & € A and put, for allp,
(p,v) € hasValu€ andv € AP iff §(p) = 1. Clearly, D is as desired and, for af,
D, £ &, i.e.,Satp(P) is empty. ThusSafgqb (@) is empty and the result follows.

(=) If the certain answers are empty, then there exists &D8t., for ally, D, v [~
&. Define now a tvdi(-) from thep;;s and then;;s, to{0, 1}, by putting, for all such
propositional atoms, §(p) = 1 iff there exists a s.t.(p, v) € hasValué andv € AP,
Clearly,é(¢) = 1.

(Membership.) For the upper bound, we remind the readethbatorej (and body
@) of an ATQ ¢ are formulas from the two variable fragment of FO, for whictal
complexity is incoNP [13]. d

Theorem 5. Answering—-ATQs (and unions thereof) over OBDAS2, D) where O
is an empty ontology isoNP-hard in data complexity. It is itoNP for DL-English,
COP+TV, Lite-English and COP.
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Proof. (Sketch) By reduction, again from 2+2-SAT. The proof is asa@riation of the
previous two. We pu® := (), leaveD,, unchanged and consider the boolean query with
body® := 323y; yoFyz Iya(P1(z, y1) A=A (Y1) A Pa(, y2) A= Ag(y2) ANt (7, y3) A
Ai(ys) A Nao(x,y3) A Ai(y4)). The intuition is that a 2+2 clause propositional atom
is true under tvd(-) iff p € AP holds in DBD.

For the upper bound we reason as previously, by observirighbacores; (and
bodies®) of a—-ATQs ¢ are also contained in the two-variable fragment of FO. O

Theorem 6. Answering<-ATQs (and unions thereof) over OBDAE3, D) where©
is an empty ontology isoNP-hard in data complexity.

Proof. (Sketch) The lower bound is obtained by reduction, agaomfR+2-SAT. The
proof is a slight variation of the previous one. Notice tkatan be used to simulate
negation©® and D, stay unchanged, and we consider the boolean CQ of (boolean tr
shaped body® := JxTy;IyoTysIys(Pr(z,y1) Ayr < OA Pa(z,y2) Aya < 0 A
Ni(z,y3) ANys > 0 A Na(z,y3) Ays > 0). The intuition is that a 2+2 clause literal

is true under this encoding iff the (ground FO) fact 0 is true. a
| v-ATQs | <-ATQs || V-ATQs | ~-ATQs
Lite-English in LogSpace || coNP-hard|| coNP-complete| coNP-complete
COP in LogSpace || coNP-hard||coNP-complete| coNP-complete
COP+TV (unknown) coNP-hard|| coNP-hard coNP-hard

COP+TV+DTV || (unknown) coNP-hard|| coNP-hard coNP-hard
DL-English coNP-completg| coNP-hard|| coNP-complete| coNP-complete
COP+Rel coNP-complete| coNP-hard|| coNP-complete| coNP-complete

5 Conclusions

We have proposed a class of aggregate queries, viz., tegedhaggregate queries
(ATQs), equipped with a certain answers semantics. ATQsbeaoonsidered a sub-
class of the so-called epistemic aggregate queries definedl i

We have shown how to express ATQs in controlled English bynsed the CL
ATQ-English. We analys&ROUP BY clauses as modifiers of the question’s subject
(i.e., its subjecN constituent). By using higher order logic (HOL) and, henag)
typed, intermediate semantic representations, we erisairthe translation(-) is com-
positional and that query answering (QA) with ATQ-Engliglegtions reduces (w.r.t.
data complexity) to QA with ATQs.

We have shown that answering ATQ-English controlled agageeguestions over
declarative CLs such as ACE-OWL and other declarative lagegiéhat overlap in ex-
pressiveness with ACE-OWL reduces to conjunctive query arisg. Therefore, com-
puting aggregates does not have any significant impact @encdatplexity. Aggregates
by themselves are constructs that any CL interface to OB&8support. What does
have an impact are query conditions, alone or in combinatitin expressive ontology
languages.

We have also shown th&) allowing for full boolean operations in the declarative
CL/ontology language and/dii) full boolean operationsv(, —) and/or< in the inter-
rogative CL/query language, yields immediately intradiigb
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