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Curricula authoring is a complex process, involving differactors and different kinds of knowledge. Learners aintqtiaing
expertise about some topic of their own interest, and neeerftcefve that the curriculum they attend will lead them tavsar
their goal; when this does not happen, they become demotiviaéedners are all different, not only in their aims but also in
their background knowledge and skills; curricula must aghgbe tailored to the learner’s individual traits: wherstdoes not
happen, curricula are not effective from a pedagogicalgeats/e. On the other hand, it is not possible to leave |learal®ne

in the design of a curriculum because this activity involbesh knowledge about the topics to teach, and knowledgetabou
teaching itself. It is one of the tasks of the school to supporricula authoring so to guarantee the correctness ofethglt
w.r.t. the teaching goals and to pedagogical strategiethisnarticle we face the problem of authoring personalizedicula

and propose a modular, layered architecture that accountis@epresentation of learning resources, of the domain imoide
the learner, and of pedagogical constraints, with the aisupporting different validation tasks. The representatiombines

a Semantic Web approach to annotation with a declarativeseptation in linear temporal logic. The validation layeths
proposed architecture includes different kinds of intemaeptual, post-construction verifications, all of whiemde realized

by means of model checking techniques. The article also repbdut a prototype implementation based on the Personal Reade
for education, a framework that supplies to its users pefiatian functionalities implemented in a service-orientashion.

Keywords: Semantic technologies for personalization, Semantic-echice-oriented architectures, Semantic-enhanced
learning designs, Linear Time Logic and Model Checking Tegphes, Curriculum Sequencing and Validation

1 Introduction

The birth of the Semantic Web (Berners-Lee, 2000, 2002) braalght standard models, languages and
tools for representing and dealing with machine-integdskt semantic descriptions of Web resources.
The introduction of machine-processable semantics widensange of the applicable reasoning tech-
niques, giving a strong new impulse to research on perstatan. By exploring various representation

facets and reasoning techniques it becomes, in fact, feasilselect and deliver contents in a way that
is tailored on the specific user.

An interesting research issue for studies on personalizathat requires the development of orig-
inal solutions, iscurriculum sequencingVassileva, 1992; Henze & Nejdl, 2001; Conlan et al., 2002;
Brusilovsky & Vassileva, 2003; Baldoni et al., 2004a), wddre termcurriculumdenotes an integrated
course of academic studies. Well-designed curricula moist be attractive for students (because they
are appealing and challenging) and, at the same time, regpepedagogical dictates. Usually, how-
ever, there is a gap between the learners and the educatiteradf schools (Lennon & Maurer, 2003),
which is pedagogically sound but not tailored upon the leeg'rskill and desires, which depend on their
previous studies and individual abilities (Samples, 2008jid& Pahl, 2007b). On the one hand, the
learner needs to perceive that his/her studies will allow/her to achieve the desired competencies,
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otherwise he/she will bdemotivatedFor this reason it is interesting to develop toolstfue design of
personalized curriculatargeted at the acquisition of specific learner’s goals.@mother hand, one of
the school’s functions is to guarantee thedper pedagogical strategiese applied in order to make the
acquisition of new expertise as smooth and easy as posk@tadn & Maurer, 2003). The validation of
curricula is a difficult and time-consuming task, for thisgea it is useful to havegalidation toolsthat
automatically check the learners’ curricula against th®etpedagogical constraints. The possibility to
personalize and to automatically validate curricula redube gap between the learner’s desires and the
school’'s educational offer.

The automatic support to both these tasks becomes more ampoaind more difficult, when one
considers open scenarios, where the set of learning resoigainrestricted and unknown in advance
and resources themselves aeterogeneoum their nature. Let us, for instance, consider Bdogna
Process(European Commission, Education and Training, 1999), prechby the EU. The Bologna
process objective is to foster the mobility of students. Thal faim is to give students the possibility of
attendingintegrated curriculawhose courses are scattered among different Europeatuiiosts. The
advantage is that, by exploiting this possibility, studewtll also be enabled to acquire competences
which can only be achieved by composing some complementaylkedges that are supplied only by
different academic institutes. On the other hand, oftemka travel only “virtually” by retrieving and
using learning objects made available by different repoigis. Also in this case the term “curriculum” is
often used, meaning a reading sequence of relevant leashjegts. Learners get involved in a mobility
program (or in an on-line curriculum) because they are @siexd in acquiring some desired expertise
(the student’dearning goa); not only they are different in their goals but they also edinom different
schools and have different backgrounds and skills, and gtedlies will be effective only if all these
ingredients are taken into account. As well as learnerg \sversity courses are different and in various
ways even when they teach the same topics. Their heterogenelides the level of detail at which
topics are taught, and the modalities by which courses argaged. Learning resources (often called
learning objects or media objects) add a further level cétogieneity. For instance, they can be supplied
as any kind ofigital media(e.qg. textual documents as well as videos or interactivéiGgins), they
can havedifferent granularity(single lessons as well as courses) (Conlan et al., 2008)thay can
be gathered frondifferent repositoriesSuch differencies should not be an obstacle when the aim is to
understand if a resource is useful in acquiring séamawledgeTo this aim, it is very important to focus
on the knowledge that is delivered and on the knowledge shratjuired for understanding the delivered
concepts.

In order to fill the gap between the learner’s desires and theads pedagogical requirements, it
is necessary to develop representations and tools thabdupprners and schools in practice and, in
particular, the means for designing curricula (either reffeor desired) that suit learners individually,
verifying that they are pedagogically sound. The same reptasons and tools should be usable to
construct or verify personalized reading sequences oftgd@eous learning objects. As such, these
representations and tools would achieve a double aim. Owrieenand, they would allow to handle
learning resources in a homogeneous way, independently their nature (a course would be just a
kind of learning resource). On the other hand, they wouldtrtte® requirements given by organiza-
tions like ADLNet and IMS (working on learning object specifioa and standards), which identified
reusability, discoverability andinteroperabilityas some of the main properties that should be granted by
such tools. To this purpose Semantic Web comes in handy bedasigpplies the means for describing
courses (more in general, learning resources) by meamset#-data(Learning Technology Standards
Committee, 2002), i.e. machine-interpretable semantiotations. In particular, Semantic Web offers
standard models and languages for sharing knowledge (8togaet al., 2001; Mohan & Brooks, 2003;
W3C, 2004a,b; Antoniou & van Harmelen, 2004). The represiemis based on Semantic Web lan-
guages allow the application of different kinds of automadiasoning techniques, mostly deriving from
studies on Artificial Intelligence: from ontological reagmm (Antoniou & van Harmelen, 2004) to tech-
niques that lay at the logic and proof layers of the Semantio Weer (Antoniou et al., 2007), and that
exploit rule-based representations (Schaffert & Bry, 200%chke & Biletskiy, 2007).

In this article we present the results of a work (carried othi context of the REWERSE network
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of excellence (REWERSE, 2008)) that concerns the represemtatiearning resources, of the domain
model, and of pedagogical constraints so as to allow thgdedipersonalized curricula, that are sound
w.r.t. the pedagogical constraints given by a school. Wetlialactivity curricula authoringand propose
aconcept-basedepresentation of the educatiorantentof resources, showing the reasoning tasks that
can be performed on top of it. The approacltigss-repositoryand cross-mediai.e. verifications can
be applied to curricula made of learning resources that @gppled by different sources and through
different media. Its modularity allows easy extensions iategrations with further representations and
tasks that are either source specific or media related, sotlupe more complete implementations. For
instance, one could think of integrations that include raguiocessing workflows, where streams pro-
duced by different media objects are composed or filteredbg.gsing the ARIA middleware (Candan
et al., 2006; Brunkhorst et al., 2008), or to multi-mediadyonization mechanisms, e.g. by adopting
object composition Petri net approches (Little & Ghafoor,@;99 et al., 1994).

Curricula authoring is a complex process that involvesedéiht actors and different kinds of knowl-
edge. Along the lines of Melia & Pahl (2007a,b), in order talify curricula authoring we structure this
process into a layered architecture (see Figure 1). The axtopita structured view has the advantage of
modularizing the process, making the dependencies betdiferent kinds of knowledge and of tasks
clear and explicit. In this way, the upgrades (modificatidre)ome simpler, because they affect single
modules, and the effects of such modifications on the overadigss can be evaluated more easily. The
proposed approach general in the sense that it allows handling heterogeneous ressumcuniform
way, independently from their nature and source.

The article is organized as follows. Section 2 gives an ovengéour proposal by presenting an
architecture for curricula authoring and by introducing ouplementations of the various layers. The
subsequent sections present in details such realizatioqmrticular, Section 3 presents a constraint-
based representation of curricula models, and the DCMLuageg, including both the graphical and the
LTL characterizations. Further constraints that can be useghtich curricula models are reported in
Section 7. Section 4 shows how curricula are represented byswé& ML activity diagrams, reporting
some examples. Section 5 describes in details the validatyem and the implementation of the valida-
tion tasks, with the help of some Promela codepratotype implementatiois described in Section 6.
This implementation relies on the Personal Reader (PR) framkefd@nze & Krause, 2006), a service-
oriented framework that supplies to the final user web sesvicedealing with semantic information.
The Personal Reader framework also allows for the combinatigervices into new personalization
functionalities by exploiting the concept syndication A comparison with relevant works in the litera-
ture and some conclusive remarks end the article.

2 Curriculaauthoring

In order to introduce the aims of our work in an intuitive wgt, us consider an lItalian student, who
needs to attend some courses in Germany: nowadays the sivadd be guided by an Italian mentor in
the definition of a curriculum, which combines the studemitgiiests, the educational goals of the Italian
school, the courses offered by the same institute, thosesaffoy the German hosting institute, and also
the guidelines and constraints posed by the latter. Quitengptex and time-consuming task (Brady
et al., 2008). The work that we propose aims at making the éxecaf this kind of tasksautomatic
Along the lines of Melia & Pahl (2007a,b), we structure ctuita authoring in a set of representational
and activity layers (see Figure 1), that we describe one byheneafter.

Domain Model

The base level is thdomain modelThis layer contains the knowledge about the domain itself ex
pressed as a set of concepts and their relations, indepnttem any pedagogical concern. Concepts
can, for instance, represent the various topics and thg@émazation in sub-topics. Concepts can easily be
given a semantic representation by using the tools and tigeiéages supplied by the Semantic Web com-
munity. For instance, they could be expressed as part of togy (or a taxonomy). The domain model
used in this work (see Section 6.1), is a vocabulary of RDFd$ethat have been extracted automatically
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Figure 1. The layered architecture.

by means of the Lixto tool (Baumgartner et al., 2005), appleethe descriptions of the courses held
at the University of Hannover, that are supplied by HIS-LSFp{httvww.his.de). So far, Lixto returns a
flat RDF vocabulary. In the future, it might be interestingriotb derive an ontology from the corpus by
structuring the concepts (Pazzi, 1998; Antoniou et al. 5206.g. by using Levenshtein distances and a
thesaurus, like wordnet. Focussing on a flat vocabulary isastictive because, due to the adoption of
a modular (layered) architecture, one can think to integoatological reasoning in the domain model
layer and, as a consequence, to have it included also indghehievels.

In the literature concerning professional curricula andarning, concepts are referred to either as
competencyplural “competencies”) or asompetencéplural “competences”), to denote respectively
“any form of knowledge, skill, attitude, ability or learmjrobjective that can be described in a context
of learning, education or training” and the “effective merhance within a domain at some level of
proficiency” (De Coi et al., 2007). Our domain model containspetencies. Different courses can
supply/require the same competency at different proficideesls. For the sake of readability, in this
article we do not use RDF to represent competences; insigadse a more intuitive notation of the
kind (database, beginner), where the first element denotes a concept while second a praficievel.

Curricula Model (Goal and Constraint Model)

The subsequent layer (Figure 1) is tharicula mode] which contains pedagogical constraints de-
fined over the domain model. The curricula model includegiaof constraint®n competences (i.e.
concepts plus a proficiency level). We partition constraimiis a set of requirements, a set of goals, and
a set of relational constraints. The requirements specifye’pected competences that a learner should
have before starting the learning process. The goals spiefgnowledge that is to be delivered. The
relational constraints structure the teaching activitytred various concepts in the domain model, by
imposing orderings or presence. Intuitively, they spetlify pedagogical constraints — given by some
instructional designer —, that rule the order in which catsare to be taught/learnt. We have identified
three kinds of relational constraint (and their negatiobsjore implication, andsuccessioltFigure 4).
The first kind of constraint expresses the fact that in ordectpize a competence, another competence
must be owned before. Implication constraints expressdbethat if at some point a competence is
acquired, also some other competence must already be owrtée kearner or it must be learnt in the
future. Finally, succession constraints express the fattwwhen a competence is acquired, then another
is to be be acquired in the future. The expressiveness of thywoped representation makes curricula
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models not only sets of precedence constraints, as doneviops work (e.g. Melia & Pahl (2007a,b)),
but it makes them rich schemas — see Figure 2 —, each of whicledefiwhole class of curricula.

In order to represent curricula models we proposeeelarative Curricula Modeling Language
(DCML for short, see Section 3). DCML is a graphical langudgigre 2 shows an example), inspired
by DecSerFlow, the Declarative Service Flow Language to spexifgt, and monitor web service flows
by van der Aalst and Pesic (van der Aalst & Pesic, 2006). DCML, @it ag DecSerFlow, is grounded
in Linear Temporal Logi¢Emerson, 1990) and allows a curricula model to be described easy way
maintaining at the same time a rigorous and unambiguous ingegiven by the logic representation.
The use of a logic with a clear semantics allows the separafitime representation of constraints from
the choice of an algorithm to perform validation tasks. Aseffect the curricula model layer and the
validation layer result more independent. Moreover, itisgible to detect inconsistencies in the curricula
model (e.g. loops in the dependencies), by the applicafiafr@ady existing algorithms.

Learner Model

Thelearner moderepresents the knowledge of a learner, which evolves duhi@dearning process.
Intuitively, by attending a course the learner will gain kmewledge taught in that course. Before starting
the learning process, this representation is set to thaliekpertise of the learner. So, the learner model
contains a representation of the mental state of the leafier expectation of the learner is that its
mental state will evolve so to include some desired expertis. so to reach a specific learning goal.
Also the learning goal is included in the learner model. Tlaerler's knowledge and learning goals are
expressed as sets of competences.

Resource Model

The resource modetiescribes courses (learning resources), in terms takemtfie domain model.
Specifically, each course is described inaation-basedashion (Baldoni et al., 2002, 2004a,b, 2005,
2006b), by its preconditions and effects. Both precondg&iand effects areompetenceds such, each
of them is a pair that combines a competency (any form of kadge, skill, attitude, ability or learn-
ing objective that can be described in a context of learngayication or training) with a proficiency
level. This representation is general because, althoudhisrmpaper we deal with courses, it expresses
an information that lays at the knowledge level and, for teisson, it can be used to tackle any kind
of learning resource. As an example of resource represemtdét us consider a course with name
Biology.Il, which requires beginner’'s knowledge abputein structuresand some deeper (intermedi-
ate level) knowledge abogetll_structure The course supplies advanced knowledge aboaymesnd
aboutmolecularbiology, and intermediate knowledge abaotmunesystemsit will be represented as
follows:

resourcename Biology_ll
preconditions (cell_structure, intermediate), (protesgiructures, beginner)
effects (enzymes, advanced), (immusgstems, intermediate), (moleculaiology, advanced)

Preconditions are evaluated against the representatibe tddrner's mental state, that is contained in the
learner model, while effects modify this representati@using an evolution of the learner’s knowledge.

In an open environment, it is likely that resources beloggandifferent schools are annotated by using
different domain models, which are, therefore, to be comtbin some way in order to obtain a uniform
representation that allows the application of reasonicgrigues (Hackelbusch & Appelrath, 2008).
Supposing that domain models are given as domain ontoldghEszomes possible to apply techniques
for ontology merging, alignment and integration, e.g. Eate&h Shvaiko (2007). Indeed, these are hot
research topics, that we do not tackle in this work. We makehifpothesis that this alignment already
occurred and that all resources are represented in termsasheon ontology.

Curriculum (Course Model)

Curricula (see Figure 5 for an example) are represented by means of UMiityadiagrams (OMG,
2007), which compose resources, whose representatioppied by the previous layer. In the simplest
case, a curriculum can be seen as a sequence of actions tisasitansitionsfrom the initial set of
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competences (possibly empty) of a user up to a final state ihabmtain also the acquired competences.
We assume that concepts can only be added to states and eocgbgvel can only grow by executing
the actions of attending courses (or more in general reaaliegrning material). The intuition behind
this assumption is that new courses do not erase the corampiged previously, thus knowledge grows
incrementally. Generally speaking, a curriculum may contme or several learning pathways to be
attended, in alternative or as obligations.

The use of UML activity diagrams seems very natural for regméng curricula, and they are used also
in other works to this purpose, e.g. Melia & Pahl (2007b). Asfference, we found two principles very
useful when representing a curriculum (Section 4): to célsediistinguish courses with distinct duration
(in time); to carefully distinguish mandatory courses aptianal courses. Modelling a curriculum with
these two principles in mind introduc@¥a decomposition level and) partitions among courses, being
these courses from mandatory or from optional partitions.

Validation Model

Finally, we have theralidation modeldefines thgpedagogical strategiethat are to be enforced. Ac-
cording to the CAVIAr model (Melia & Pahl, 2007a,b), pedagad validation can be intra-conceptual
(ensuring that each concept is taught in a uniformed maninég)-conceptual (concerning how the cur-
riculum proceeds from one concept to another), or it can Ine dor.t. pedagogical rules which specify
the types of resource that are involved (e.g. resourcespef ‘tecture”). With reference to this classi-
fication, the kinds of validation that we perform anger-conceptualln particular, for what concerns
curricula authoring three are the main checks to perfornugByvsky & Vassileva, 2003): (a) verify
that the curriculum brings to the acquisition of the deskedwledge; (b) verify that at every point the
learner already has the knowledge, that is necessary farstashding the next taught concept; (c) verify
that the curriculum respects the goal and constraint mddek (a) allows checking whether a curricu-
lum brings to the achievement of the declared udedsning goal In this case, the verification process
uses the learner model (that, in turn, uses the domain maddlhe course model (that, in turn, uses
the resource model, which uses the domain model). Task (iBists in checking that the curriculum
shows nacompetence gag®e Coi et al., 2007), i.e. the knowledge that is necessafylfjpunderstand
a course is introduced or available before it is attendedhibicase, the verification process uses the
course model, which uses the resource model, which, in tsgs the domain model. Task (c) verifies
the compliance of a given curriculum against the guidelijpesiagogical strategies) given by the insti-
tution (Brusilovsky & Vassileva, 2003), a tedious task tisaturrently performed manually. It uses the
course model, and the curricula model, and verifies that thiecalum represented by the course model
satisfies all the constraints imposed by the other model.

To perform all these tasks, we us®del checking techniqué€larke & Peled, 2001) (Section 5).
By means of anodel checkerit is possible to generate and analyze all the possiblesstata model
(represented as an automaton) exhaustively, to verifyalhaikecution paths satisfy a certain property,
usually expressed by a temporal logic, such as LTL. In our ¢ehsenodel is a curriculum (i.e. it is the
course model), suitably translated into an automaton. Thefbifaula is, instead, obtained in different
ways depending on the task to accomplish. For Task (a), ibtigimed by translating the learning goal
(which is part of the learner model) into a set of assertibasdre to be satisfied by the final states of the
automaton. For Task (b), the resource model is translatediiset of assertions that are to be satisfied
by the states in the automaton. For Task (c), it is the goakandtraint model, which is translated into
a set of LTL formulas that the automaton must satisfy.

When a model checker finds that a model does not satisfy somedriiuta (or assertion), it produces
a counterexamplghat shows the violation. Even though it is possible to ardws model checking
techniques are not efficient because they analyze the whalesyf possible executions, the fact of
having counterexamples is extremely important becausgpplges anexplanationof the failure, that
can be supplied as feedback for the user. It is well-known ttia user will not be confident in the
answer unless he/she can trust thasonswhy the answer was produced. As a model checker, in this
work we have used SPIN, by G. J. Holzmann (Holzmann, 2003),wikithe most representative tool
of this kind.
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Implementation and planning

All the kinds of validation mentioned above are post-camgton course validations (Persico, 1996;
Rosmalen et al., 2006), that can be used to produce perzainati functionalities. To this aim, we have
developed a prototype implementation (Section 6), baseldeoBRR (Personal Reader) framework (Henze
& Krause, 2006) — see Figure 7 for an overview — The PR relies sargce-oriented architecture
enabling personalization, via the useRafrsonalization Servicethat communicate solely based on RDF
documents. Each service offers a different personalizdtioationality, e.g. recommendations tailored
to the needs of specific users, pointers to related (or irttegesr more detailed/general) information,
and so on. Besides the verification functionalities, the PBrsfa service for automatically composing
a curriculum, based on the learner model and on the resoundelnthat exploits automatic planning
techniques (Russell & Norvig, 2003). In fact, by interpngtresources as actions, a curriculum can, in
turn, be interpreted asm@an, whose execution causes transitions from a state to anotmé@rsome final
state is reached. A transition between two states is duestapplication of an action, that corresponds
to attending a course. To apply an action, its preconditionst hold in the state to which it is applied,
and its application consists in aipdateof the state. We assume that facts can only be added to states.
The intuition behind this assumption is that the act of afitega course (or, more in general, of using
a learning resource) will not erase from the learner’'s mgntioe concepts acquired so far. The service
that we have developed, that is described in details in Se6tR is specifically aimed at buildidigpear
curricula, i.e. curricula which consist of a sequence of courses @ugh curricula can be tailored to
a specific user by starting from an initial state that contémas user's knowledge. This perspective is
taken in several works that face the so catadiculum sequencingroblem (Vassileva, 1992; Henze &
Nejdl, 2001; Brusilovsky & Vassileva, 2003), that is the lplem of generating a personalized learning
path for each student, by dynamically selecting at any maéraeasource that, in the context of other
available resources, brings the student closer to theiteagoal. In particular, our representation relies
on a semantic annotation supplied by the resource modelas®tion the domain model.

3 CurriculaModelsand DCML

In order to presenturricula models we propose &onstraint-based representatigMarengo, 2008).
The instructional designer can express various kinds oftcaings by means of a simple graphical lan-
guage, that we call DCMLOeclarative Curricula Model LanguageDCML constraints can be auto-
matically turned into formulas in a temporal logic (LTL, lime@mporal logic (Emerson, 1990)). This
logic allows the verification of properties of interest fol thie possible executions of a model, which
in our case corresponds to a curriculum. LTL includes tenmpmparators such as next-timé)p, the
formulay holds in the immediately following state of the run), eveily (O, © is guaranteed to even-
tually become true), alway$§ip, the formulap remains invariably true throughout a run), unil (J 3,
the formulaa remains true untifg), see also Holzmann (2003, Chapter 6). The adoption griaph-
ical language with dogical grounding allows designers, who cannot be expected to teefartable
with the logical notation, to take anyway advantage of aatiierverification tools for accomplishing the
tasks foreseen by the validation model. On the other hahdngeon a logic with a rigorous semantics
allows a separation of concerns between the constraint Inaodethe choice of an algorithm (tool) for
performing the validation tasks. Constraints have a datier semantics which is independent from the
implementation.

Constraint-based representations are very compact bedaes require to express only thaseces-
sary conditionghat characterize a correct curriculum, avoiding oversjpation. To make an example,
by means of constraints we can request that a certain knge/lisdacquired before some other knowl-
edge, without expressing what else is to be done in betweésislén advantage w.r.t. other approaches,
like the procedural approach (e.g. Baldoni et al. (2004eing aprescriptivenature because in the lat-
ter it is necessary to express exhaustively all the pathwetsare correct. If, on the one hand, it makes
sense that some topics have a specific ordering, it is alsitivietthat this does not happen for all the
involved competences. For example, it makes sense thabthpetencédatabase, beginner) (knowl-
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Figure 2. An example of curricula model in DCML.

edge about databases with proficiency level “beginner”) lsetacquired befor&latabase, advanced)

but what about a competentEnglish, advanced)? Should it be acquired before or after the other two
mentioned competences? Intuitively, it is not necessampmse that English, advanced) is, for in-
stance, the first competence to acquire because it is noeddiathe other topics. The problem is that
an ordering that is not explicitly mentioned in the modelas legal, so the designer must foresee many
variants within the schema. By using constraints, in theviptes case, we only need to express that
(database, beginner) must be acquired befofgatabase, advanced) and that English, beginner) is

to be acquired sooner or later. For this reason, we can sayhin@onstraints-based approach is more
flexible and more suitable in an open environment, due to ttdfiat in an open environment resources
are many, they are various, and they are added and removeadibaily.

As an example, Figure 2 shows a curricula model expressed MLD@otice that double arrows are
defined in Section 7). Every box contains at least one competBozes/competences are connected by
arrows, which represent (mainly) temporal constraintsiagribe times at which they are to be acquired.
Altogether the constraints describe a curricula model. ketaw introduce DCML in details.

3.1 Expressing competences and basic constraints

DCML is used to define a set of constraints on top of the domaidah&@ompetencies are associated
to a representation of theroficiency leveht which a competency is owned or to be supplied. So, for
instance, we express the fact that a competelacybase is to be owned at levéleginner. To simplify

the management of proficiency levels, such levels are repiex$as numerical values. To this aim, we
associate to each competency a varighldaving the same name as the competency, which can be
assigned natural numbers as values. The valdedanotes the proficiency level; zero means absence
of knowledge. Therefores encodes aompetenceFigure 3. On top of competences, in DCML it is
possible to define two bas@onstraints

e Goal constraintsA goal constraint — Figure 3, third row — imposes that a certampetency: must
be acquired at least at levellt is represented by the LTL formul&(k > [). Similarly, a course
designer can impose that a competency must never appearuimieutum with a proficiency level
higher than. This is possible by means of thaltvays less than levetonstraint, shown in Figure 3
fourth row. The LTL formulad(k < [) expresses this fact (it is the negation of the previous dkea
special case, when the levas one (J(k < 1)), the competency must never appear in a curriculum.

e RequirementsA requirement, represented by a double box — see Figure @)daow — specifies that
before starting the learning process, the learner must beveampetencg at least at level. This is
represented by the logic formula > [).
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Competence representation

(k:1)

Initial competence (Requirement)

(k1) :
(k,0),ie.(k>1)
Competence must be acquired at least at Iéy&loal)

O(k,l).1.e.0(k > 1)
Competence always less than lei/gboal)

[ <1
(k1)

=0k, 1), i.e.0(k <)
Conjunctive form competence

(k1,11) (kn,yln)
\ /
® of = (ki, 1) Ao A (kny 1)
Disjunctive normal form competence
(kp, 1) | ... o | (kny 1)

— 1 =

dnf=cfiV...VcfiV...Vcfy

Figure 3. DCML representation of competences, conjunc@mmkdisjunctions of competences.

In DCML it is possible to represeridisjunctive Normal Form(DNF) formulas asonjunctionsand
disjunctionsof competencés Graphically, a conjunction of basic constraints is repnésd by a circle
with a “A” symbol inside, having as many incoming arrows as conjun&tdisjunction, instead, can
compose both basic constraints and conjuncts of constr&maphically — Figure 3, last two rows — it is
represented by a circle with &" symbol inside, the disjuncts are connected to it by mearssofvs.

Let k be a competence, we denote(ldy!) the constrainkt > [ and by—(k, l) the constraink < . A
conjunctive competence formuld is a conjunction of atomic competence constraints= (k1,1;) A

--A(kn, ). A conjunction can also be interpreted as the set of comss@f = {(k1,01),. .., (kn,ln)}-
To help the expression of LTL formulas we introduce the fuodi

e negation(cf) = /\(ki,li)@f = (ki 1)
o existence(cf) = A, 1)ecr O(Kis li);
e absence(cf) = /\(ki,li)ecf O-(ki, ;).

A disjunctive normal competence formula f is a disjunction of conjunctive competence formulas,
dnf = cfy vV --- V cf,. Again, we also denote a disjunctive normal competence dtaras a set of
conjunctive competence formulds f = {cf1,...,cf,}. Therefore, a disjunctive normal competence
formula is a set of sets of atomic competences.

3.2 Constraints among competences

Besides the representation of competences and of cornstaairtompetences, DCML allows the repre-
sentation ofelationsamong competences. These relations are represented asmdifeds of arrows.
It is also possible to represent “negative relations” byngdivo vertical lines to break the arrow that
represents the constraint.

There are three main kinds of relation:

LA DNF formula is an expression having the fofay 1 Aai 2 A...) V (a2,1 Aaza A...) V...
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Before (k1,11) before(kg, l2)
(k1 1y) (Ko, Io) Competence(k;,l;) must be ac-
—(ka,12) U (k1,11) quired before or at the same time pf
competencéks, o)
Implication (k1,11) implies(ks, l2)
(e 10) (2, o) If competence(ky,11) is acquired,
O(k1,11) D O(ka,l2) then competencéks,ls) must be
acquired sooner or later
Succession (ko,l2) succeedsky, 1)

If competence(ky,1;) is acquired,
-—»k N/ ko, 1
Ok1,11) S (O(ka,l2) A then competencéks,l,) must be

(7(ka, 12) U (k1, 1)) acquired after or at the same time
Negative before (k1,11) not before(ks, )

Competencek;, ;) cannot
-—H—H N ka1 .
=(k1,11) U ((k2,l2) A= (K1, 1)) be acquired before or at the

same time of ko, o)

Negative implication (k1,11) notimplies(kz, l2)
(e ) (o, 12) If competence(ky, ;) is acquired,
O(k1, 1) D O=(ke, l2) then competencék,, l») cannot be
acquired
Negative succession (k2,12) not succeedséky, 1;)

If competence(ky, ;) is acquired,

O(kl ll) D (l:l_\<k2 lg)\/ .
k1,1 ko, ) ) )
(k1,01) (k2,12) “(ky 1) not  before then either competendgs, l») al

(k’ l )n) ready holds Wher(kl,ll) is ac-
272 guired or it is never achieved

Figure 4. DCML representation of basic constraints among etemzes. Arrows can connect not only competences but algonaions
and disjunctions of competences, see Figure 2.

o before this relation expresses the fact that in order to acqui@napetence, another competence is to
be owned in advance;

e implication this relation means that if at some point a competence igiged} also some other com-
petence must already be owned by the learner or it must bat ligathe future;

e successiommeans that when a competence is acquired, then anothdrsedi® acquired in the future.

Before

Arrows ending with a little-ball, Figure 4, express theforetemporal constraint between two compe-
tences. {k1,1;) before(kq, l2)” requires that(k, () holdsbefore(ks, l2). This constraint can be used
to express that to understand some topic (é:gat least at the levdl), some proficiency of another
is required as precondition (in the example,at least at the levdl). It is important to underline that
if the antecedent never becomes true, also the consequshbminvariably false; this is expressed by
the LTL formula—(k2,l2) U (k1,11). More generally, in presence of DNF formulas as antecedat a
consequence of a “before” relation, we have the followinfiniton for “dn f, beforedn f>”:

\/ negation(cf;) U cf;

cfi€dnfi,cfjednfz

With reference to Figure 2 — bottom-left side of the pictufee tompetence<i(tical_sectionpro-
blem 1), (mutualexclusion 1) and ¢commit&rollback 1) are necessary for the user to understand
the competencecpncurrentcontrolin_db_systems?2). Hence, the curricula model contains a con-
straint: Critical_sectionproblem 1) A (mutualexclusion 1) A (commit&rollback 1) before(concur-
rent.controlin_db_systems?).

A constraint of kind {k;,l;) not before (kq,l2)” specifies thatk; cannot be acquired up to
level [; before or in the same state whéhy,l5) is acquired. The corresponding LTL formula is
=(k1,01) U ((k2,l2) A —(k1,11)). Notice that this is not obtained by simply negating the befela-
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tion but it is weaker; the negation bkforewould impose the acquisitioof the concepts specified as
consequents (in fact, the formula would contain a strong instead of a weak until), theot before
does not. More generally, in presence of DNF formulds,fi not beforedn f5>” is:

\/ negation(cf;) U (cfj A negation(cf;))
cfi€dnfi,cfj€dnfs

As an example, the constrairdigtributedqueryoptimization 2) A (queryoptimization 3) not be-
fore (sgllanguage 2) represents the fact that competencddistiibutedqueryoptimization 2) and
(query.optimization 3) cannot be acquired before or in the same state in which ctimape-
tence 6qllanguage 2) is acquired. The reason could be ththstributedqueryoptimization and
guery optimizationare more difficult topics and learners need time to get actgainith them.

Another interesting way to use this constraint is describgdhe following example: Javapro-
gramming 4) not before (Javaprogramming 2). In this way we express that the competency
Javaprogrammings too important (in a certain curricula model) and from agmggahical point of view,
it cannot be acquired immediately at advanced level. lastd student has to acquire it in two subse-
guent steps: intermediate (proficiency level 2) and thenraxhé (proficiency level 4 in the example).

Implication

Before relation represent temporal constraint betweerpedemces. Thanplicationrelation, for ex-
ample ‘(k1,11) implies(k2,l2)”, denoted by arrows starting with a little-ball (see Figuje specifies,
instead, that if a competendy holds at least at the levé], some other competendy must be ac-
quired, sooneror later, at least at the levdl,. The main characteristic of the implication, is that the
acquisition of the consequent is imposed by the truth vafufe antecedent, but, in case this one is
true, it does not specify when the consequent must be ach{@veould be before, after or in the same
state of the antecedent). This is expressed by the LTL forfi(ha, 1) O O(ke,l2). More generally,
in presence of DNF formulas as antecedent and consequetactroplication” relation, we have the
following definition for “dn f; impliesdn f5”:

\/ existence(cf;) D existence(cf;)
cfi€dnfi,cf;Ednfa

As an example, let us consider the constraint, Figure distr{buteddatabasesystems 2) im-
plies (distributedquery.optimization 2). This constraint imposes that if the competencis-(
tributed databasesystems?2) is acquired, alsod{stributedqueryoptimization 2) must be acquired
sooner or later. Generally, the implication constraintseful to express that when a learner acquires
a certain competence, for the sake of completeness, theelestiould also have another competence; if
he/she does not have it yet he/she will have to acquire it &yetid of the curriculum. To have a better
intuition, this is the case of the two algorithrngeadthfirst searchanddepthfirst search Of course, it
is not necessary to know one of them in order to understandttier but with the implication we can
impose that if one of them is acquired, also the other one bisivned by the student before the end
of the curriculum: breadthfirst search I1) implies(depthfirst search 12).

“(k1,11) not implies(kz, l2)” expresses that ifk1, ;) is acquiredky cannot be acquired at levél;
as an LTL formula)(k1,11) D O-(ke,l2). Again, we choose to use a weaker formula than the natural
negation of the implication relation because the simpleatieg of formulas,0(k1,11) A O=(ke,l2),
would impose the presence of certain concepisaf least at level;, in the example). More generally,
in presence of DNF formulas¢f f; not impliesdn f2” is:

\/ existence(cf;) D absence(cf;)
cfi€dnfi,cf;ednfs

This kind of constraint is useful to express the fact that tmmpetences A and B, considered as equiv-
alent to one another, should be mutually exclusive. We catuca this by using the pair of constraints:
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A not impliesB, and B not impliesA. This is analogous, though at the level of competences anatnot
the level of courses, to a kind of constraint proposed in Wu &éhs (2005), expressing the fact that
eqguivalent courses are not to be used in a same curriculum.

Succession

The last constraint isuccessior{arrows starting and ending with a little-ball, Figure 4)&3, [s)
succeedsks, 1)” specifies that if(k, 1) is acquired, afterwardgks, l2) is also achieved; otherwise,
the level ofk, is not important. This is a difference w.r.t. theforeconstraint where, when the an-
tecedent is never acquired, the consequent must be inkafebe. Indeed, thesuccessiorspecifies
a condition of the kindf k& > [, thenks > I3, while beforerepresents a constraint without any
conditional premise. Instead, the fact that the consequergt be acquired after the antecedent is
what differentiatesmplication from successionSuccession constraint is expressed by the LTL for-
mula ¢ (k1,11) D (O(ka,l2) A (—(ka,l2) U (k1,11))). More generally, in presence of DNF formulas
as antecedent and consequence of a “succession” relatioohave the following definition fordn fo
succeeddgn f1":

\/ existence(cf;) D (existence(cf;) A “cf; beforecf;” )
cfi€dnfi,cfjednfs

This constraint specifies an ordering on the acquisition ofd@armpetences. It can be used, for instance,
to express a pedagogical constraint stating that afteradefas acquired some theoretical competence
about a specific topic, the same learner must also acquire gantcal skill about the same topic. An
example, which is not included in Figure 2 is the followin@récle DBMS I1) succeed¢DBMS 12).
The constraint specifies that after the acquisition of knogéedbout DBMS (at the proficiency level
12), also skills about the Oracle DBMS is to be acquired (at tiodigiency levell1).

“(k2,1l2) not succeedsks, ;)" imposes that a certain competencgs, l2), cannot be acquired af-
ter another(k;, 1), either it was acquired before, or it will never be acquir@d.LTL formula, it is
O(k1,11) D (O-(ka,l2)V “(k1,11) not before(ks, 12)”). Similarly to the previous negative constraints,
we choose to use a weaker formula than the natural negatitmec$uccession relation because the
simple negation of formulag}(ki, 1) A (O-(ka,l2) V = “(k1,11) before(ka,l2)”), would impose the
presence of certain concepis @t least at level;, in the example). More generally, in presence of DNF
formulas, ‘dn f, not succeeddn f1” is:

\/ existence(cf;) O (absence(cf;) V “cf; not beforecf;” )
cfi€dnfi,cf;€dnfs

4 Representation of Curricula

In general, a curriculum may be represented with one or aklearning paths to be attendexgbtionally

or as arpbligation We represent curricula by means of UMcttivity diagramgOMG, 2007; Marengo,
2008). The diagram captures essentially the “student patgoocess” to achieve the final degree. In
the simplest case, a curriculum isaquence of coursgthat we represent ativitiesin the resource
model (see Section 2, Resource Model), causiagsitionsfrom the initial set of competences (possibly
empty) of a learner (included in the learner model) up to a fatale that will contain the acquired
competences. As mentioned, we assume that, as an effed¢enfliag courses, competences are only
added to states and that competence levels can only growgAle line of Baldoni et al. (2004a, 2005,
2006b), we interpret courses (activities) as actions, ¢hatbe executed given that their preconditions
hold. By executing an activity, a set of post-conditiong #ifects, will become true (the learner will
acquire new competences).

Example4.1 Let us consider again the example in Section 2:

resourcename Biology_lI
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Figure 5. Activity diagram representing a curriculum withnmdatory and additional, student chosen, courses. Swimlapessent the se-
quencings of courses. Vertical divisions capture the difiemilestones (semesters).

preconditions (cell_structure, intermediate), (protestructures, beginner)
effects (enzymes, advanced), (immusgstems, intermediate), (moleculaiology, advanced)

The activity Biology. Il is executable at some point of a learning path, if at that tpthie learner has
already acquired the competencesllstructure intermediatg, (protein.structures beginnej. After
the transition, caused by the execution of the actiBiglogy.Il, the learner will be in a state that also
includes the competencegnzymesadvanceyl, (immunesystemsintermediatg, (molecularbiology;
advance(l

UML activity diagrams are well suited for representing ccula for many reasons. They may contain
activities with pre- and post- conditions, combined in céerpaths and possibly aggregated. Activity
diagrams are rich enough to represent alternative, intdiateestates and conditional paths. Moreover,
they allow the distinction of courses with different duaati(in time), the distinction of mandatory learn-
ing paths and additional (optional) learning paths, andig@mmposition of an activity in sub-activities
up to the desired granularity.

Figure 5 reports an example. Therizontal partition(swimlanesn UML) allows the distinction of
mandatory and additional learning paths. With referendbdécexample, the curriculum includes three
additional pathwayd\etworks and Programmin@atabasesandBioinformaticg, that can alternatively
be used to complement the mandatory pathwaytical partitionsprovide information about activities
with different duration. In this case, we have used as tinfiereaces the usual distinction, in years and
semesters, implemented in universities. The beginningigmabints of the semesters correspond to a set
of milestonesthis temporal organization will be used to identify thosates, at which the verification
will be applied (see below for an example). In previous waidelia & Pahl, 2007b; Baldoni et al.,
2007b), instead, courses weatemporaland each state was tied to the simulation of a single course.
The introduction of durations allows a more realistic repreation of the curricula and, especially, of
the dependencies between competences. Therefore, we dnseasthat the courskogics (in the
mandatory pathway) is delivered during the first semesteitevitie courseOperating System@n the
same pathway) is delivered in the third and fourth semesters

The swimlanes that represent additional learning paths eamsbd to capturene-timechoices of
the learners. Due the semantics of UML activity diagramshdaarner has to choose one of the op-
tional learning paths in order to complete its curriculunowéver, as a particular case, it is possible
to include an empty swimlane when the learner has the rigigradring all of the optional pathways.
For instance, once the learner has decided to become “datapacialist”, he/she has to complete the
mandatory pathway, by merging it with the process represeimt the swimlandatabasesFigure 6
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Figure 6. Example of a possible pathway obtained from theawom in Figure 5 by merging the mandatory pathway with theabases
additional pathway.

shows the curriculum resulting by merging the mandatorgnieg path and th®atabasesearning path
in Figure 5. It should also be noted that processes reprageatturriculum are onlyiewscombining
activities. This is very compatible with UML activity diagres where it is possible to reuse, in distinct
contexts, activities defined once.

Another case to consider is when some two-semester coueg@ps in time with another course. With
reference to our example, Figure 5 Databases swimlane, theadrtificial Intelligencespans over the
third and the fourth semesters, partially overlapping vifite Database Ilcourse (held in parallel in
the third semester). We cannot expect thatabase lIsupplies competences that are preconditions to
Artificial Intelligence This issue can be solved once again by exploiting Updlttitions. In fact, time
overlapping can be handled by regulating the size and théwebosition of the vertical partitions, i.e. by
usingmilestonesThe “timed semantics” remains underspecified and may be aplped in the classical
way by introducing time-dependent constraints on actigdges (or, on top of the interpretation of the
UML superstructure specification — that often does not pmwadufficient level of detail — constraints
attached to the partitions themselves).

5 Validation of curricula

The kinds pedagogical validation foreseen by the propos#tbeng architecture are inter-conceptual
and performed after the construction of a curriculum. Ireotierms, given a curriculum expressed as a
UML activity diagram, it is possible to verify that all of ifgossible executions:

(1) allow the achievement of the uselesrning goal contained in théearner model
(2) do not show angompetence ga.r.t theresource model
(3) satisfy the constraints in tlwairricula model

All these validation tasks have been implemented by exptpimodel checking techniques. Model
checking is normally use to verify the properties of syst@mo elements are needed: the set of facts
that one wants to verify and the relevant aspects of thesytétat are needed to verify those facts (Holz-
mann, 2003). In our case, the system is the curriculum, wihédacts to verify are respectively given by
the learner model, the resource model or the curricula mdégkending on the validation at issue. SPIN,
by G. J. Holzmann (Holzmann, 2003), is one of the best knowistof this kind, for LTL formulas. In
order to perform the validation tasks, our proposal is toSRBEN, to translate the UML activity diagram,
that encodes the curriculum, in a Promela program (where Radmthe language used by SPIN), and,
then, to verify whether this program satisfies the LTL formulsch encode the facts to prove. We
perform the three validation tasks at the same time.

The use of SPIN is orthogonal to the semantics of LTL. Any model krefor this logic or any
optimized algorithm that allows the same verifications cingddised instead of it. This is the advantage of
adopting a declarative semantics for the curricula moded.ifrtportant thing is that the implementation
is proved sound w.r.t. the LTL semantics. The choice of SPIN istdube fact that SPIN can tackle
anyLTL formula, and this gave us some freedom while we were defitliegsemantics of the various
DCML operators because we did not have to modify in any waymbeel checker. Moreover, when a
model does not satisfy some LTL formula (or assertion), SPINlypces acounterexampléhat shows
the violation. This is very important in order to return feadks to the users, that help in correcting
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curricula (or curricula models).

Let us now introduce how a UML activity diagram, that expresseurriculum, can be translated into
a Promela program. In the literature, we can find some proptsaianslate UML activity diagrams
into Promela programs, such as Gallardo et al. (2002); Gudifie@mar (2005). These proposals have
a different purpose than ours and they cannot directly bd tesperform the translation that we need to
perform the verifications we list above, however, it is poesib follow them as guidelines to perform our
translation. Generally, their aim is debugging UML desijdnshelping UML designers to write sound
diagrams. The translation proposed in the following, indteams to simulate, by means of a Promela
program, the acquisition of competencies by attendingsasicontained in an activity diagram. The
verification process is, in a way, a simulation of the learquaths that can be obtained by combining the
mandatory and the optional swimlanes in the UML activitygiaan. Every milestone corresponds to a
state containing specific competences — all those acquired upatgthint, partly because belonging to
the learner from the very beginning and partly because aetliby attending courses. Thatial state
contains all the facts concerning the user at issue, whigltantained in the learner model. Tfieal
statecontains the competences that are gained by using the sdgatning resources which lay upon
the followed learning path.

We represent all the competences involved by a UML activiagechm asinteger variablesIn the
beginning, only those variables that represent the initimwledge owned by the learner are set to a
value greater than zer@oursesare represented as actions that can modify the value of su@bles.
Since we suppose that the learner’s knowledge can only gisavlee value of variables can only grow.

The Promela program produced by the translation simulatewalyecompetences are acquired, up-
dating the set of the achieved competences at every step. &igpspond to the various milestones into
which the curriculum is organized. For instance, in Figureesigentify the initial state, a second state
corresponding to the end of the first semester, another pameling to the end of the second semester,
and so on, up to a final state, corresponding to the end of thizgum!. Hereafter, we report the top
level of the program corresponding to Figure 5:

proctype CurriculumVerification () {
milestonel ();
milestone2 ();
milestone3 ();
milestone4 ();
milestone5 ();
LearningGoal ();

}

In order for the curriculum to contain rmpetence gajit is sufficient that all thenilestoneprocedures
are completed successfully. In order to understand howsioihes are implemented, let us see, first, how
courses are encoded. Eamburseis represented by its preconditions and its effects. Fomgka, the
courseDatabasell is encoded as follows:

inline preconditionscoursedatabasell () {

assert (indexes>=2 & relational-model>= 2 &&
entity_relationshipmodel >=2);

}

inline effects.coursedatabasell () {
SetCompetenceState (objedtatabase ,3);
SetCompetenceState (objedtefinition_language ,2);
SetCompetenceState (objeqtuery_language ,2);
SetCompetenceState (objegelational ,3);
SetCompetenceState (queryptimization ,3);

}

The SPIN instructiomssertverifies the truth value of its condition, which in our caséhis precondition
to the course. If violated, SPIN interrupts its execution aqbrts about itSetCompetenceStateused
in the implementation of the effects of a course: it affebescurrent state, by adding new competences

LIn this article we report only some parts of the Promela progratained by translating the example in Figure 5. The wholgramm, as well
as the LTL formulas corresponding to the whole curricula mau€igure 2, are available &ttp://www.di.unito.it/ ~ emarengo/
DCMLexamples.
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or by increasing the level of proficiency of some competenicall the learning paths represented by
the translated UML activity diagram have competence gamo assertion violation will be detected.
Otherwise, a counterexample will be returned that cornedpdo a sequence of courses bringing about
the violation, thus, giving a precise feedback to the stutlsacher/instructional designer.

Generally speaking, a milestone implements a transitiotiménlearning process where: (1) all the
preconditions of the courses attended in that phase ar&atig@) all the effects of courses attended in
that phase are added to the state. If some precondition®esatisfied a competence gap is identified. If
the curriculum contains various possible learning pathsryemilestone verifies the mandatory courses
and simulates all of the different alternatives concermiptional courses. This is done by means of the
introduction of an array of variables, that is used to disanate among the alternative paths.

1 inline milestonel (){

2 atomic{

3 preconditionscoursecomputecsciencel ();

4 preconditionscourselogics ()

5

6 if

7 irotrue —>

8 if

9 :i(C_programming< PATH.1) —> path_additional [1]=1;
10 preconditionscourseprinciples.of_programming ();
11 .:else — path_additional [1]=PATH2;

12 fi;

13 path_additional [0] = PATHZ1;

14 Lotrue —>

15 path_additional [0] = PATH2;

16 oo true —>

17 preconditionscourseprobability_.and_-statistics ();
18 preconditionscoursebiology-I ();

19 path.additional [0] = PATH3;

20 fi;

21

22 effects.coursecomputersciencel ();

23 effects.courselogics ();

24

25 if

26 :: (path_additional [0]==PATH1) —>

27 if

28 ::(path.additional [1]==PATH1) —

29 effects.courseprinciples.of_programming ();
30 i:(path.additional [1]==PATH2) —> skip;

31 fi;

32 ;i (path.additional [0]==PATH2) — skip;

33 :: (path_additional [0]==PATH3) —

34 effects.courseprobability_and_statistics ();

35 effects.coursebiology_I ();

36 fi;

37 }

38 }

The last instruction of the proce€sirriculumVerificationwhich is applied only if the curriculum can be
executed to its end, IsearningGoal LearningGoalchecks whether theser’s learning goails satisfied,
by applying a test on the knowledge in the final state. For exanapearner interested in event-driven
programming, concurrent programming, and file systems doave the goal:

1 inline LearningGoal () {

2 assert (

3 eventdriven.programming >= 2 &&
4 concurrentprogramming >= 2 &&

5 file_systems>= 1

6 );

7}

To check if the curriculum complies to a curricula model, fitee curricula model is turned into the
corresponding LTL formulas, by applying the translationgegiin Section 3. Notice that SPIN uses
strong until“U” and notweak until“U”, as we have done, therefore, we use the equivalence nelatio
o Uy = (¢Uy) v Oe. Then, it is possible to apply SPIN and check if every possitdeniag path
satisfies them. Since all the DCML constraints are in conjonatiith each other, it is possible to check
them one at a time, thus reducing the complexity of the probdgastically, because the automaton
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resulting for a single constraint is small. As soon as a camtverification fails, the procedure stops.

6 Implementation in the Personal Reader Framework

We designed the Personal Reader (PR) Framewntk:(/www.personal-reader.de/ )as a
tool and test-bed for creating applications in the Semangb.W offers an environment for designing,
implementing and realizing Web content readers using dcenriented approach, for a more detailed
description, see Henze & Krause (2006). In applicationsthas the Personal Reader Framework, users
can select and combine — plug together — the personalizatigport they want to receive. The framework
has already been used for developing Web Content Readépmdsant online materials in an embedded
context (Baumgartner et al., 2005; Henze, 2005; Abel e2@DB).

Content Syndication and Connector Personalization
User-Interface Provision

User q
Interface SynService [« | | PService

Curriculum Planning

User and Validation Application Curriculum
Servlets, Plann|'ng
JSP-Pages: PService
login, Curriculum -
i, || Syserve N S
results... [ PService

User Model

{ RDF > { _RDF >

Figure 7. Personal Reader Framework Overview.

Figure 7 gives a brief overview of the main components of the RRitcture. A typical PR appli-
cation consists of three types of servicBsrsonalization service@Service) provide personalization
functionalities: they deliver personalized recommeraatifor content, as requested by the user and
obtained or extracted from the Semantic Web. Byadication ServiceSynService) realize the user
interface and facilitate interoperability with the oth@ndces in the framework, e.g. it allows for the
discovery of the applications’ interfaces by a portal. Twnnectoris a single central instance respon-
sible for controlling the communication between user iistee and personalization services. It selects
services based on their semantic description and the erqairts by the SynService. The Connector
protects — by means of a public-key-infrastructure (PKI)e-¢bmmunication among the involved par-
ties. It also supports the customization and invocationeo¥ises and interacts with a user modelling
service, called th&JMService which maintains a central user model.

The Personal Reader architecture requires web services tesbelted in OWL-S, and also exploits
taxonomies (Abel et al., 2006) for describing servicesirtb@pabilities and their configurable options
(required for personalization). This information is used &complishing the service selection task
by the Connector (see Figure 7). Notice that the aims of the BRhawever, different than those of
frameworks like WSMO (Roman et al., 2005) and IRS-11I (Cabtalle 2006): the focus, in fact, is not to
provide a generic framework to create web service compositout to configure web services according
to user and application requirements, and select servas=olon their personalization functionality.

For the implementation of the Curriculum Planning and Valata Application, the User Interface
(SynService) was realized using Servlets and JSP Pages. Otplaradpns, like the MyEar sys-
tem (Henze & Krause, 2006) also use active scripting apmesm¢lava Script and Ajax) for creating
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adaptive user interfaces. For the actual data processohgensonalization, two PServices were imple-
mented, one for performing treirriculum sequencintask, the other hosting thalidation engine

6.1 Metadata Description of Courses

To apply our ideas to a real world scenario, we created theures model (a corpus of courses) by
extracting information from an existing database. We usedLtixto (Baumgartner et al., 2001) tool
to extract the needed data from the web-pages provided biitBa SF (ttp://www.his.de/ )
system of the University of Hannover. This approach was aihbased on our experience with Lixto in
the Personal Publication ReaddBaumgartner et al., 2005) project, where we used Lixto featng
the bibliographic database by crawling the publicationgsagf all the REWERSE partners. The use of
Lixto is motivated by the fact that a lot of information abowolcses and academic activities is already
on-line, though its representation does not include a semannotation and it is unlikely that such an
annotation will be added manually in the future. Hence thednef adopting a tool that is capable of
extracting such a semantic annotation automatically. Tfateb adapt our existing tool for the new
data source was only small. From the extracted metadata \&tedrthe RDF knowledge base. For each
of the courses, the course name, catalog identifier, seméstenumber of credit points, effects and
preconditions, and the type, e.g. laboratory, seminaegular course with examinations in the end, was
recorded. Figure 8 shows the metadata properties of theeDigi#al Image Processing

oral exams Computer Vision

A - Informatics

.

Signal Processing
Math for Engineers

‘ Linear System Theorie ‘

‘ Discrete Geometrie ‘

\ Color and Texture Transformation \

Figure 8. Metadata for the courBegital Image Processinfrom the Hannover course database.

As it turned out, the biggest problem was that the quality oktrof the information in the database
is insufficient, largely because of inconsistencies in th&cdption of prerequisites and effects of the
courses. Additionally the corpus was not annotated usirggraon set of terms, but each author and de-
partment secretary used a slightly varying vocabularyéuscriptions that they edited, instead of rely-
ing on a common classification system, like e.g. the ACM CoinguElassification System (ACM CCS
http://www.acm.org/class/ ).

As a consequence, we focussed only on a subset of the coumaplter science and engineering
courses), and manually post-processed the harvestedldaiar system, courses are annotated with
prerequisites and effects, which correspond to eitheriredwr supplied competences. After the auto-
matic extraction of effects and preconditions, the colddierms were spell-checked and harmonized,
synonyms were removed and annotations were corrected wieeessary. The resulting corpus had a
total of 65 courses left, with 390 effects and 146 precoadgi
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6.2 TheUser Interface and Syndication Service

The Syndication service (SynService) is responsible for ¢rgdtie user interface to present to the
learner, for requesting the necessary personalizatioatiims from the connector, as well as all for

the communication between the different Web services. ttiquéar, it identifies the user and presents
him/her an interface that allows the selection of the coempeds to be acquired. Furthermore, it has to
display the results of the planning and validation proceésee Figure 9), allowing for further refinement

of the created plans.

The system displays
R‘v/}’;yj: the result in a way, so
9 the user can add,
remove, modify ele-
ments in her plan

User can select the
effects / knowledge

she wants to acauie Generating the plan

from the request

The system

validates the plan
VALIDATION

SPIN model checker

TR TR VALIDATION
existing plan or re-use | IR ZURLTE RS T
one stored in her
profile

The system shows a

summary of the
The system validation step
validates the plan

Figure 9. The Actions supported by the User Interface.

The curriculum sequencing and the validation tasks are diddgo two independent Personalization
Services, theCurriculum Planning PServigeand theCurriculum Validation PServiceBecause of the
Plug & Play nature of the infrastructure, the two PServices camsie by other applications (SynSer-
vices) as well (Figure 9). It is also possible to use additi®&ervices by extending the SynService so
to provide additional planning and validation capabititie our application. The current implementation
of the Curriculum Planning and Validation Prototypes can laehed via the Projects page of the Per-
sonal Reader Homepageétp://personal-reader.de . The initial learning goal selection page
contains fields for up to three required goals, as well as tinebrewn of credit points to achieve and the
number of plans to generate.

6.3 Automatic construction of curricula: the Curriculum Planning PService

We have developed a simple service for building persordlizegricula, which has been integrated as a
Plug & Play personalization service in the Personal Readeitectire. The curriculum ipersonalized

in the sense that it allows a user to reach his/her learnia¢sgstarting from the current competences
the user has, which are included in the user model.

Curriculum Planning PService

Prolog
PL | planner

<« | .| Web-Service »| Java-Prolog
Connector, Implementation Connector

RDF Course Descriptions | RDF
and User Profile

Figure 10. Curriculum Planning Web Service.
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The planner was implemented as a Prolog program, so we had tdear®rolog reasoner into the Web
service. The planner executes a simgé@th-first forward planningan early prototype was presented in
(Baldoni et al., 2006a)), where actions cannot be appliecertian once. The algorithm is simple:

(1) starting from the initial state, the setapplicableactions (those whose preconditions are con-
tained in the current state) is identified;

(2) one of such actions is selected and its application isilsitad leading to a new state;

(3) the new state is obtained by adding to the previous onedh®etencies supplied as effects of
the selected action;

(4) the procedure is repeated until either the goal is redhoha state is reached, in which no action
can be applied and the learning goal is not satisfied;

(5) in the latter situation, backtracking is applied to Idokanother solution.

The procedure will eventually end because the set of posstleses is finite and each is applied at
most once (the trivial assumption is that a course can bedsteonly once). If the goal is achieved, the
sequence of courses that label the transitions leading tfinenmitial to the final state is returned as the
resultingcurriculum If desired, the backtracking mechanism allows the cdtheaf a set of alternative
solutions to present to the user.

Figure 10 gives an overview over the components in the cuimgriementation. The Web service im-
plements the Personalization ServiB&erviceor short, see Henze & Krause (2006)) interface, defined
by the Personal Reader framework, which allows for the pgingof RDF documents and for inquir-
ing about the services capabilities. Theva-to-Prolog Connectamuns the SWI-Prolog executable in a
sub-process; essentially it passes the RDF document norgdhe requesas-isto the Prolog system,
and collects the results, already represented as RDF.

The curriculum planning task itself is accomplished by a oeasy engine, which has been imple-
mented in SWI-Prologhtp://www.swi-prolog.org/ ). The interesting thing of using SWI-
Prolog is that it contains a semantic web library allowing &aldwith RDF statements. Since all the
inputs are sent to the reasoner iRBF request documenit actually simplifies the process of inter-
facing the planner with the Personal Reader. In particularélgquest document contains: a) links to the
RDF document containing the database of courses, annatétedhetadata (the resource model), b) a
reference to the learner model, including the user’s adaaahing goal, i.e. a set of competences that
the learner would like to acquire, and that concern comp@éterbelonging to theomain modelThe
reasoner can also deal with information about credits plexvby the courses, when the user sets a credit
constraint together with the learning goal.

At the end of the process RDF response documeistreturned as an output. It contains a list of plans
(learning paths) that fulfill the learner model. The maximunmber of possible solutions can be set
by the learner in the request document. Notice that furthiarination stored in the learner model is
used at this stage for adapting the presentation of theigodthere simple hints are usedémk higher
those plans that include topics for which the user has egptkea special interest. Figure 11 shows the
output generated by the syndication service for the geegrplan, decoded from the RDF response
document. The interface also provides the means for thededmnmodify the plan and submit it for
further validation.

6.4 TheCurricula Validation PService: current state of the implementation

Given a curriculum, it is possible to perform post-condiiartvalidation tasks in order to verify if the
curriculum allows the achievement of the learning goal, ébintains competence gaps, and if it satisfies
the constraints of a given curricula model, by following {hr@cess described in Figure 12. Once a
curricula model is defined, it can be translated into a LTL fdarhy following the process described in
Section 5.

For what concerns the interaction of the learner with thiela#ibn system, there is the need of allowing
the learner to insert the curriculum to be validated intosytem. The easiest way for allowingaive
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Edit other Plans:
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Type: S8 2005, Credit:4
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Figure 11. Output of the Planning Step.
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Figure 12. The validation w.r.t. a curricula model: processkitow.

user, like the average student, to perform this task is to askémio enter a sequence of courses,
corresponding to the desired curriculum, by using a webrfate (as it was done, for instance, in the
WLog system (Baldoni et al., 2004a)). A linear plan is the deapkind of curriculum that can be
captured by means of an activity diagram, however, thisaghniakes sense because it is unlikely that
the student learns to exploit the full potential of an atyidiagram-based representation in order to
express curricula. A good handling of activity diagramsuiegs, in fact, some expertise that thévea
user does not have. Moreover, since the planning PServiceigeadinear plans, it is also possible to
compose the effect of the planning process with the vabidadervice, in order to check the compliance
of an automatically generated curriculum with a given auia model.

The full potential of activity diagrams can, instead, be ekpd by the instructional designer, when
he/she faces the task of building and proposing new eduatmaths, which may, for instance, include
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Figure 13. A screenshot of the DCML designer.

a mandatory part and one or more (alternative) options.igncidise, the interaction will not necessarily
be performed via the browser. The designer can, in fact, \dt&ity diagrams by means of standard
UML design system. Moreover, for helping the instructiodakigner in the construction of curricula
models, we have developed an Eclipse plugin Q&ML Designer see Figure 13 (Pistamiglio, 2007)).
This tool is thought for being used by tirestructional designersf an academic institute. The task of
an instructional designer is to define the educational off¢h® institute and the curricula models that
must be respected by the curricula defined by the students.

In order to perform the check that a curriculum does not shompetence gaps and supplies the
user’s learning goal, it is required to interface the Vdiiola PService with the RDF course descriptions
(contained in the resource model) and with the learner mddhes can be done along the lines of what
we have described in the previous section by translatingrécalum into Promela code.

7 Extending DCML to deal with time proximity

The constraints presented in Section 3 express temporabredathich do not capture the time prox-
imity between the acquisitions of two competences. It ismthe case, however, when by saying that
a competence is to be acquired, for instance, before anotimepetence, the designer actually means
“immediately before”, e.g. in the previous semester. Ireottd express this stronger kind of relations we
have extended the core of DCML by adding the notionisrohediatenes®ll the relations that we have
introduced (see Figure 4) have a correspondent strongeoneirmmediate beforemmediate implica-
tion, immediate successi@nd their negations. Graphically, the notion of immediatsnis represented
by double arrows (see Figure 14). In the following we brieflyaduce these new relations, whose def-
initions exploit the temporal logic operataext-time ()¢ means that the formula holds in the next
state of the run.

Immediate before

Immediate beforésee Figure 14) is represented by means of a double line ahawends with a
little-ball. The constrain{k;, ;) immediate beforéks, o) imposes thatk;, ;) holds before(ks, l2)
and the latter either is true in the next state w.r.t. the enehich (k;,1;) becomes true oks never
reaches the levé}. The difference w.r.t thbeforeconstraint is that it imposes that the two competences
are acquiredn sequenceThe corresponding LTL formula is(k1,1;) before(ks,12)” AO((k1,11) D
(O(ka,l2) vO=(k2,12))). More generally, in presence of DNF formulas as antecedehtansequence
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Immediately before(k, I;) immediately beforéks, l2)

“ (kl, ll) befOI’E(kz, 12)”
AD((k1, 1) D (O(ke, l2) vV O=(ka, 12)))
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(k1,11)

(K2, l2)
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<
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VO((k1, 1) A O(ke,12)))
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If (k1,11) is acquired theriks, [3) cannot be acquire

in the same state or in the following one (thus, it gan
be acquired before the acquisition @f;, [, ), after the
state that follows it or it could never be acquired)

e

Figure 14. DCML notations for immediate before, immediate ingilan, immediate succession, and their negations.

of a “immediate before” relation, we have the following defom for “dn f; immediate befordn f>™:

\/ “cf; beforecf;” AO(cfi O (next(cf;) V absence(cf;)))
cfi€dnfi,cf;ednf,
wherenext(cf) = A, 1yeer Okis li).

Example 7.1 As an example, with reference to Figure 2 (right), let us abesithe constraint:
(datatransfer, 1) immediately beforéclassicalencryption 2). If the competenced@tatransfer, 1) is
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acquired, then this must happen in the state that precedemthin which ¢lassicalencryption 2) is
acquired.

This kind of constraint is useful because, even though wenassiiat once a competence is acquired,
then, it cannot be removed from the set of competences owntblstudent, in real life students tend to
forget part of what they learnt. In some cases, howeverirt®rtant to be sure that certain competences
are owned in (almost) their integrity in order to allow thejaisition of some other competence. In this
case, it is better to use the immediately before constrather than the before constraint.

Thenot immediate beforis translated exactly in the same way asribebefore Indeed, it is a special
case because we assume that a competence cannot be forlytwitergenerally, in presence of DNF
formulas, ‘dn f1 not immediate beforén f5” is:

\/ negation(cf;) U (cfj A negation(cf;))
cfi€dnfi,cfj€dnfs

Immediate implication

The immediate implicationinstead, specifies that the consequent nmodd in the state right after
the one in which the antecedent is acquired. Note that thés st mean that it must kecquired
in that state but only that it cannot be acquired afterwardiés is expressed by the LTL implication
formula in conjunction with the constraint that whenewgr > [, holds, ks > [5 holds in the next
state:Q(k1,11) D O(ke,l2) AO((k1,01) D O(ke,l2)). More generally, in presence of DNF formulas as
antecedent and consequence of a “immediate implicatidatioa, we have the following definition for
“dn f; immediate implicationin f>":

\/ “cfi impliescf;” AO(cfi; D next(cf;))
cfi€dnfi,cfj€dnfs

Example7.2 Figure 2 (top) reports the following example of immediate licgtion: (softwareand ser-
vicesfor_biology.on the weh 3) immediately impliegvisualizinginformations 1). In this case if the
learner does not own the competeneisializinginformations 1) yet, he/she must acquire it, and this
acquisition must be performed immediately afseftwareand servicesfor_biology.ontheweh The
reason is that in this case knowledge alsnftwareand servicesfor_biology on the webis considered
to be helpful in order to better understavidualizinginformation

“(k1,11) notimmediate impliegks, I2)” imposes that wheitk;, I;) holds in a stateks > ls must be
false in the immediately subsequent state. Afterwardsptbéciency level ofk, does not matter. The
corresponding LTL formula i$(k1,11) D (O-(ka,l2) V O((k1,11) A O—(k2,12))), that is weaker than
the “classical negation” of the immediate implication. Magenerally, in presence of DNF formulas,
“dn f1 notimmediate impliegn f>” is:

\/ existence(cf;) D absence(cf;)
cfi€dnfi,cf;€dnfs

Example 7.3 Figure 2 (center) also reports an examplaeafimmediately impliesonstraint: query.op-
timization 3) not immediately implie@istributed query optimization 2).

This kind of constraint is useful to express the need of legpgmme time to the learner, so that he/she
can better assimilate some knowledge (almpdry optimizationin the example) before starting to face
a complex topicdistributed query optimizatior).

Immediate succession

In the same way, thenmediate successiamposes that the consequent either is acquired in the same
state as the antecedent or in the state immediately aftetbgiore nor later). The immediate succes-
sion LTL formula is k2, l2) succeed$ki, l1)” AO((k1,11) D O(kz,l2)). More generally, in presence
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of DNF formulas as antecedent and consequence of a “imneegligtcession” relation, we have the
following definition for “dn f> immediate succeeds: f1":

\/ “cf; succeedsf;” AO(cf; D next(cf;))
cfi€dnfi,cf;€dnfs

Example 7.4 Figure 2 (top-center) shows the following exampl@o{nformaticsweh basedresources

1) immediately succeedsoftwareand servicesfor_biology.onthewely 3). As for succession, this
constraint expresses a temporal ordering between the taheghich competences are to be ac-
quired Eoftwareand servicesfor_biology on the web first). Moreover, it specifies thatioinformat-
ics.weh basedresourcesis to be acquired either in the same state or in the state taiediately
succeeds the one at whisbftwareand servicesfor_biology on the webis acquired. Once again, the
reason is that the instructional designer considers to peritant that the learner retains in his/her mind
all the knowledge acquired about the first topic, in order tdarstand the latter.

Its negation imposes that if a competence is acquired intainestate, in the state that follows, an-
other competence cannot be acquired, thak(is;,/;) D (O-(ke,l2)V “(k1,11) not before(ks, l2)”
VO((k1, 1) AO—(ke,12))). Thus, wher(ky, (1) is acquired k2, [2) can already hold, it could never hold
or it could be acquired in a state that follows the next oneréMyenerally, in presence of DNF formulas,
“dn fy not immediate succeeds f," is:

\/ existence(cf;) O (absence(cf;) V “cf; not beforecf;” v

efocdn et cdn s O(cfi A next(negation(cf;)))

8 Related works

Inthe literature itis possible to find different works thas aelated to the different aspects of the approach
we present here. A recent proposal for automatizingctirapetence gap verificatioa done by Melia

& Pahl (2006), where an analysis of pre- and post-requisitetations of the Learning Objects, repre-
senting the learning resources, is proposed. A logic baakdktion engine can use these annotations in
order to validate the curriculum/learning object comgoait Melia and Pahl's proposal is inspired by
the CoCoAsystem, by Brusilovsky & Vassileva (2003), that allows foe inalysis and the consistency
check of static web-based courses. Competence gaps atedhee a prerequisite checker flimear
courses simulating the process of teaching with an overlay studssdel. Pre- and post-requisites are
represented as “concepts”. In Melia & Pahl (2007a,b), tmesauthors propose a layered model for
pedagogical courseware validation (CAVaM or CAVIAr), thiaspired our proposal. Two kinds of val-
idation are identified: one against pedagogical stratetliespther against pedagogical rules. For what
concerns the former, one pedagogical strategy is suppartedking for the presence of competency
gaps. Instead, for what concerns the latter, the authopopmthe use of a rule engine, JESS, in order
to verify that learning objects are shaped in a way thatfgagishe instructional designer. For instance,
for all goal concepts there must be a learning object of tgpturewhich teaches it. With respect to
Melia and Pahl's work, the goal and constraint model that e#néd is richer, because it allows the
representation of any proficiency levels, and the expressiawider range of constraint. Namely, we
can express before, implication, succession and theirtioega as well as time proximity, while they
only foresee one kind of constraint, the before (intermtei® a prerequisite). Moreover, our constraints
have a declarative semantics given by LTL. For what concemarithitecture, we have added one more
layer, explicitly representing resources based on the @domadel. This layer allows the representation
of constraints that are local to a resource. Moreover, athahey also use UML activity diagrams,
they do not use the parallel operator, do not distinguistvéeh mandatory and optional learning paths,
and do not introduce the notion of duration of the composeitites. The last difference lays in the
implementation of the validation tasks, that relies, in case, in a model checker.
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Along this line, also Garro et al. (2003) propose an appréadhe automatic construction tEfarning
paths(analogous to curricula), that has been implemented aop#re MASEL system (Garro et al.,
2006). A learning path is a sequence of learning objectddgnas to learning resources), which allows
the acquisition of &kill (a competence, in our terminology) that is desired by the usarning objects
have a rich description; in particular, each learning dbfexrs some effects (skills that are supplied).
Learning objects do not have preconditions, which are switsti by a “pre-requisite” relation between
skills (this skill is to be acquired before this other skilThe approach also allows for the representation
of the duration of learning objects and of the complemetytaifi certain sets of learning objects, more-
over, skills include a proficiency level. In this work, howewhe only reasoning task that is handled is
planning, they do not have an explicit representation oficula models and, therefore, they do not face
the verification issues.

Brusilovsky and Vassileva (Brusilovsky, 2000; Brusiloysk Vassileva, 2003) adopt a method that
is close, in principle, to curriculum sequencirgurse sequencinghe aim of course sequencing, a
technique originally proposed in the field of Intelligent duhg Systems, is to supply users with per-
sonalized courses, which select, at every step of the legpriocess, the best teaching method, i.e. the
teaching method that will help the user to get the closesigthér learning goal. The term “teaching
method” refers, for instance, to the possibility of facingexercise rather than reading more detailed
documentation about a topic. In particular, two models aopgsed: DCG and CoCoA. Both systems
help the construction of personalized courses on the basissemantic network, which composes a
set of Domain Knowledge Elements, roughly correspondingutocompetences. DCG organizes such
elements in an AND-OR graph, while CoCoA adopts an heteiathucture relying on the relations
part-of andattribute-of Both organizations represent the domain model. DCG apfdignamic plan-
ning” techniques: at every step the student’s advancenagatserified by a test. If the test is passed,
a new topic is presented, otherwise some replanning is meeft in order to allow the student to fill
the gaps. Each node in the domain model can be presented enediffiways (e.g. test, exercise, mo-
tivation, example). A presentation plan component hasdkk of identifying the best presentation of
the concept for that particular student in that particulamtext. This selection is performed based on
a set of “teaching rules” encoded in the system. Dynamicrpfanfits very well the task of building
student-oriented personalizations but it does not scalallgwell to class-based personalization unless
all students in class have similar learning skills. CoCopymrts the construction of courses by perform-
ing a set of operations among which consistency checks aalitygohecks. Also in this case different
kinds of presentation are identified. CoCoA can perfprarequisite checkisy simulating the execution
of a course and verifying at every step that the preconditionthe current step are satisfied, i.e. that
at that point the student will have the necessary knowleBgeh kind of presentation of each concept
has its own prerequisites (so there are question prergegjipiresentation prerequisites, etc.). A limit of
this approach is that prerequisites allow the expressi@nsirigle kind of constraint: what is to be learnt
before a certain learning step can be accomplished. We havens by presenting DCML, that there are
many other kinds of relation that it is interesting to capfueading to the introduction of a further level
of abstraction: the one given by our curricula model.

Brusilovsky & Vassileva (2003) also define various verificatiasks, besides competence gaps, among
which two tasks that we accomplish in the present propoaaligrifying that the curriculum allows the
achievement of the userfsarning goals and (b) verifying that the curriculum is compliant agaitisd
course design goaldManually or automatically supplied curricula, developgedeach a learning goal,
should match the “design document”, a sortcafricula mode] specified by the institution that offers
the possibility of personalizing curricula. In Brusiloys& Vassileva (2003) design documents are said
to specify general rules for designing sequences of legrrésources (courses). In this proposal, the
design document has a procedural nature and the verificdtexks that the curriculum respects the de-
fined structure. The authors, however, do not supply guidelnepecifications that help writing design
documents. We interpreted such general rules not is a puoglethanner but rather a®nstraints that
are expressed in terms of competences and, in general, ad@exily associated to learning resources,
as instead is done for pre-requisites. They constrain theepsoof acquisition of concepts, independently
from the resources.
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Another proposal is the one by Farrell et al. (2004), who psepan approach callddynamic As-
sembly This approach allows the automatic generation of a coursmmposing pre-existing learning
objects on the base of a set of parameters (e.g. level ol deted, keywords) which are specified by the
user. Parameters are expresseddnarse assembly pag€he system provides two methods, nanialy
depthandoverview which respectively narrow the search to the topics listethk user and return also
learning objects concerning related topics. The result efséarch is a numbered sequence of links to
learning objects. The approach does not supply methods fifying that the produced sequences, be-
sides reaching the goal, also “make sense” from an eduedfi@mnt of view, for instance by exploiting
some abstract model.

The works by Castro & Manzano (2001); Wu & Havens (2005); Larnbeal. (2006) focus on the
curriculum planning problem, intended as the problem ofpilag anacademic schedulef activities.

So the goal is to organize the different courses of an academniiculum on a given set of time peri-
ods (e.g. semesters), satisfying some academic (e.gecavadability, prerequisites, eligibility rules) or
student constraints. The problem of planning an academadsidé can be naturally tackled by adapting
to the application context@onstraint Satisfaction Problem (CSP) modeling frameyaskproposed in
Castro & Manzano (2001); Wu & Havens (2005); Lambert et al0g)0In general, CSP models can be
considered a good starting point for dealing with bindirmhe fruition of the learning resources that
may depend on the kind of infrastructure supplied by the ecéclinstitution (e.g. number and location
of rooms, support services for computing, number of teachad so on). In particular, Wu & Havens
(2005) have proposed an extended model that explaited-initiativeconstraint reasoning algorithms
and provides flexibility in satisfying not only the constrgigiven by the institution offering the courses,
but also the student’s preferences and needs. In a first ptiase@lum planning, a set of courses avail-
able in a certain period of time is identified, by interpretihg task as a constraint satisfaction problem
with preferences. Courses are then presented to the useedysnof an interface that organizes them
in a table, whose columns correspond to teaching periodsu$éecan adjust the presented solution
by modifying part of it. The first plan is obtained by applying tbonstraint given by the institution,
while the modification actions taken by the user are integorels user constraints. A modified plan is
validated in order to see if it still respects the overall&fatonstraints and then the interaction with the
user can be repeated. The kinds of constraint that the systerhandle are of different types. Among
them: a course can appear only once per plan, courses carerether courses (not competences) as
prerequisites, it is not possible to attend “equivalentirses, some courses are mandatory. As one can
observe, this kind of constraints is not defined on the conmgeterequired/thought by courses nor they
express the constraints on the fruition of the teaching nadsesupplied by the teacher.

In Castro & Manzano (2001); Lambert et al. (2006) the authackle the problem of buildingal-
anced academic curriculd his term identifies curricula in which courses are welltitistted, according
to a set ofoad constraintsalong the trimesters/years. Besides load constrairtscalsstraints concern-
ing course prerequisites are considered during the plgrptiase. As in the previous approach, a course
prerequisites correspond to other courses which are tadedaid before the one at issue. The problem
is interpreted as an optimization problem, which can beléalk different ways (e.g. branch and bound,
constraint programming, genetic algorithms).

Last but not the least, recently some attention has been @seadn ontologies for representing in
a uniform way information like academic programs and exatiom regulations. For example, Hackel-
busch & Appelrath (2008) proposes an ontology for repraésgiitis information as well as the universi-
ties supply of courses and the individual results of theestitsl The idea is to use this kind of ontologies
in the process of producing or validating personalizedicula.

9 Conclusions

This article integrates and extends the results of a colélmor between the Department of Computer
Science from the University of Torino and the University ofrftdaver, carried on within theersonalized
Information Systemsorking group of the REWERSE European Network of Excellence @aldt al.,
2005, 2007a,b). In this work, we faced the problem of cutacauthoring and developed a layered
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architecture, inspired by Melia & Pahl (2007a,b), that hamimes different kinds of knowledge and
of activity, expressed at various abstraction levels. Asalb Semantic Web applications, each layer
represents knowledge according to a well-defined semaittties enabling the application of automatic
reasoning techniques as well as the integration with theesgmtations belonging to other abstraction
layers. The presented proposal is an evolution of earliekswBaldoni et al., 2004a,b, 2005), where we
applied semantic annotations to learning objects, withathreof building compositions of new learning
objects, based on the user’s learning goals and exploitargnpng techniques. That proposal was based
on a different approach that relied on the experience oftitieoas in the use of techniques for reasoning
about actions and changes which, however, did not allow dkl¢awith curricula models and to the
related verification tasks.

In the design of the layered architecture, great attentaseen posed on the representation of courses
and curricula, and on how to define curricula models. The chagpgmoach relies on the notion of
competence, thus introducing an abstract perspectivehiohwcourses do not directly depend on one
another but rather have knowledge prerequisites and eftecthe learner model (Baldoni et al., 2002;
Eisinger et al., 2005). Expressing learning goals and cuaicua way that is independent from specific
resources and from their nature makes our proposal suitabdpen environments, where the set of
learning resources changes along time. For instance, haeatay offer also a multimedia version of
the material of his/her course for those students who caattertd lectures. The availability of multiple
versions of a same course does not affect in any way the géeas of curricula model of the school at
which he/she teaches, and the learning goals of his/hegsts.d

Based on competences it is also possible to define pedagggidalines and rules that a curriculum
must respect. To this aim, we have identified a sehtafr-conceptuatonstraints and defined DCML, a
graphical language for designing curricula models. As dlesd in the previous sections, DCML allows
the representation of temporal constraints posed on thésitign of competences (supplied by courses),
taking into account both the concepts supplied/requiretitaa proficiency level. The language has a
grounding in Linear Temporal Logic (Emerson, 1990) and, healt®mys the application of various forms
of reasoning and, in particular, to execute validation $déée: the verification that a curriculum does
not have competence gaps, the verification that a curricullowsthe acquisition of a learning goal,
the verification that a curriculum satisfies the constraintgaioed in a curricula model. Such tasks can
be accomplished independently from the source of the ieeblgarning resources as well as from their
media.

We have shown how model checking techniques (Clarke & Pelg@l)2can be used to execute all
these validation tasks. This use of model checking is inddisevan der Aalst & Pesic (2006), where
LTL formulas are used to describe and verify the propertiess @mposition of Web Services. Another
recent work that inspired this proposal is Terenziani g28106), where medical guidelines, represented
by means of the GLARE graphical language, are translated irométa program, whose properties
are verified by using SPIN. Similarly to Terenziani et al. (20@6¢, use of SPIN gives aamutomaton-
based semantic® a curriculum — the automaton generated by SPIN from the Peoprelgram —.
The declarative, formal, representation of curricula medeinstead given as a set of LTL constraints.
This representation enables other forms of reasoning. hdador all logical theories, we can use an
inference engine to derive other theorems or to discovemisistencies in the theory itself.

The underlieing assumption that we have done is that compaeteare given in terms of a shared vo-
cabulary, which is known by all the involved actors, i.e fe&s, course creators, instructional designers.
This is a common assumption in the Semantic Web field, and it isessary assumption for allowing
the interoperability of the actors, mediated by the apgtica(Hackelbusch & Appelrath, 2008). This
assumption, however, is very strong if we think to a realiafiplication. In this case, it is, in fact, quite
likely that different actors and different schools useatiit vocabularies. This is a problem to face
if we mean the proposed techniques to be used in the real vddhave already generally mentioned
ontology alignment, merging and integration (Euzenat & Skya@2007). More practically, one possible,
emerging solution for coping with this problem could be tly @n upper ontologiesUpper ontologies
have, in fact, been proposed for being used Esgaa franca to which mapping different vocabularies
(Mascardi et al., 2007) in an automatic way. Specifically foatvtoncerns the curriculum sequencing
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task, the implementation that we have described uses SWbdgrahich is thought for the integration
with Semantic Web technology and provides a library for cepWith RDF. In this work we have pro-
posed a representation of learning resources that areied iy different sources and through different
media (e.g., textual documents as well as videos or inteeaapplications or even actual lectures and
courses). In the general case, the basic representati@sainces, given in terms of competences, can
also easily be enriched by addinmgedia-relatednformation andaccessibilityinformation, expressing
constraints on how a resource is to be played/used. Thismafon differs, in quality, from competence-
based preconditions; in fact, while the latter only consdhe learner’s knowledge, the former concerns
some either environmental or physical aspect concernia@ltliity and the possibility ofisingthe re-
source. So, for instance, a visually-impaired learner camadch an explanatory animation. For what
concerns resources, this kind of information could be adddde precondition by enriching the anno-
tation. On the other hand, the accessibility constraints lefarner could be added to the learner model.
It is easy to extend the validation and the planning funetiities so to take into account also this kind
of information. Further along this line also tasks that exipyi require a manipulation of the learning
resources, which depends on their nature, and that foréhson are orthogonal to our proposal, can be
integrated. Among them, media processing workflows and sgnétation among media objects. The
first task consists in processing, filtering, and fusing mwdtia (and sometimes also real-time) data,
providing various Quality of Service (QoS) guarantees (Caretaal., 2006; Brunkhorst et al., 2008).
The latter, instead, deals with spatial and temporal contipasi of media items (Celentano & Gaggi,
2003; W3C, 2001). Some approaches, e.g. Bertolotti (208pjess correct synchronizations by means
of spatial and temporal constraints, that explicitly canceesources. For what concerns synchroniza-
tion, Allen’s Interval Algebra (Allen, 1983) has been usadider to formalize connections between
temporal intervals by means of a sets of base relations. Téevais coincide with the length of a media
object (the elapsed time from its beginning to its end). Esitams of this algebra, e.g. Laborie (2006),
have been proposed to tackle also spatial relations beatifferent objects. The modularity of our ar-
chitecture allows one to enrich, when necessary, the reptatson models and to extend the framework
so to deal with tasks that are source-specific or media-tklate

In this article, we have also reported about the integratibthe above approach into the Personal
Reader Framework (Henze & Krause, 2006). Despite some maséiprocessing for fixing incon-
sistencies, we used real information from the Hannover &msity database of courses for extracting
the meta-data. Currently the courses are annotated alscebsraata concerning trechedule given
in terms ofsemestersand location of courses, like for instance room-numbetdresses and teaching
hours. This information is not used by the implemented sesviet but it would be interesting to de-
velop, as future work, also other services, which, alondittes of Wu & Havens (2005), complete the
curricula planning process and produce an actual schedule.

The Personal Reader Platform provides a framework for impléingea service-oriented approach to
personalization in the Semantic Web, and supplies a suitafpéestructure for building personalization
applications, that consist of re-usable and interopenabtsonalization functionalities. The idea of tak-
ing a service-oriented approach to personalization issquetv and was born within the personalization
working group of the Network of Excellence REWERSE. The adoptians#rvice-oriented architecture
for the Personal Reader makes the introduction of new peligatian functionalities very easy because
each service focuses on dealing with a specific kind of knogdeathd on performing a well-identified
task, and is developed independently from the other sesvigepending on the available resources and
on the user’s desires, it is possible to combine differentises so to compose the functionalities that
they implement, and, thus, perform more complex persocat@ia tasks.

As future work, it will also be interesting to complement thehitecture by integrating Web 2.0
features and develop personalization functionalitiehfordling information extracted from the activity
of the community of users. This seems a very promising dwadibr recommendation purposes. For
instance, when a user is uncertain on which curriculum tmsbdetween two offers that are equivalent
from the point of view of the supplied knowledge, he/she ddad recommended to select one of the two
on the basis of the behavior of other members in the commtimétywe know as being “friends” of the
current user.
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