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Abstract. Computing devices have become a primary working tool for many
professional roles, among them software programmers. In order to enable a more
productive interaction between computers and humans for programming pur-
poses it is important to acquire an awareness of human attention/concentration
levels. In this work we report on a controlled experiment to determine if a
low-cost BCI (Brain Computer Interface) device is capable of classifying
whether a user is fully concentrated while programming, during three typical
tasks: creativity (writing code), systematic (documenting the code) and debug-
ging (improving or modifying the code to make it work). This study employs
EEG (Electroencephalogram) signals, to measure an individual’s concentration
levels. The chosen BCI device is NeuroSky’s Mindwave due to its availability in
the market and low cost. The three tasks described are performed in a physical
and digital form. A statistically significant difference between debugging and
creativity tasks is revealed in our experiments, in both physical and digital tests.
This is a good lead for following experiments to focus on these two areas.
Systematic tasks might not bring good results due to their nature.
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1 Introduction

Computing devices have become a primary working tool for many professional roles,
among them software programmers, whose work can be regarded as requiring disci-
pline, creativity, expertise, but, perhaps most importantly, extended periods of sus-
tained concentration. In order to create a more seamless and productive interaction
between computers and humans for software programming we believe that it is
important to open mechanisms and create new technologies that make computers aware
of the level of attention/concentration level of the user.

EEG (Electroencephalogram) devices have a wide range of applications [1],
ranging from control of computers, wheelchairs, and videogames or even determine the
cognitive state when performing tasks in the real world. All these applications foresee a
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positive future for EEG devices; their unfortunate downside is their high cost thereby
limiting the research to large laboratories with enough funding. This is why nonin-
vasive, low cost EEG devices such as NeuroSky, Emotiv, Epoc, amongst others, have
become so popular in the past years [2, 3]. They have expanded the applications of
Brain-Computer Interfaces (BCI), for example controlling day-to-day device such as
mobile phones [4].

There are two different types of sensors to capture neurological bio-signals: dry
(e.g. used by NeuroSky’s [5] products) and wet sensors, used, for instance, by the
Biopac equipment [3], popular equipment in the research field, which brings high
quality readings but at a great cost [6]. When it comes to electrodes, we also have two
types: monopolar and bipolar. The monopolar electrodes collect signals at the active
site and compare them to a reference point, which is usually located at the earlobe [2].

A comparison of the of the NeuroSky’s single dry electrode against the Biopacs
nineteen (19) wet electrodes have been made showing a great similarity in the results
demonstrating the reliability of their product at a lower cost [6], therefore our chosen
BCI device is NeuroSky’s Mindwave. The signal obtained from the EEG by Neuro-
Sky’s products ranges from 1-100 pV, which are read as signals through time. The
signals are classified according to their frequency bands as Alpha, Beta, Gamma, Delta
and Theta signals [5], where each class corresponds to different mental and emotional
states of the individual.

2 Related Work and Justification of the Study

Studies in this field usually examine interruptions presented to working people, in
particular in the information-centric context, either external or self-inflicted [9].
Interruption and workflows can be better understood if we can characterize individual’s
concentration stages during different types of tasks. This study is focused on user’s
awareness and concentration, by trying to determine if a low- cost EEG signal reader
device befits the task and is able to determine if users are concentrated on their task or
not. The chosen BCI device, as already mentioned, is NeuroSky’s Mindwave due to its
availability in the market and having the lowest cost at the moment of this study. The
tasks to be performed by the users are three basic and typical activities in programming
workflows: creative (thinking and writing code), debugging (improving or modifying
the code to make it work) and systematic tasks (commenting and documenting the
code).

As an initial hypothetical scenario we thought of a system that could obtain the
user’s concentration as a numerical input, enabling the system to aid the user to
concentrate in a faster way and for longer periods of time by adapting his or her
environment i.e. reducing any possible distraction. Distractions such as: notifications in
the GUI on screen, notification sounds, telephone rings and even face-to-face
unplanned type of interactions.

Goldberg et al. [7] tried to determine the user’s engagement on certain task by
using an electroencephalogram (EEG) device and a galvanic skin resistance
(GSR) reader. Their results invite to the development of ubiquitous devices. This could
also be applied for learning techniques, helping the lecturer with a real-time
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measurement of their students. Additionally they stated that the interruption analysis is
an important issue while trying to determine the attention of the user.

This assumption is confirmed by Mark et al. [9] and derived in a series of studies
that determined for how long a person is able to complete a task after being interrupted
while trying to achieve a certain task. In that study they determined that information
workers in average focus, on a given task for 3 min before switching to another related
task, and interrupt themselves or are interrupted by external sources every 11 min.
However, studies like that have been made using observational approaches and a
quantitative measure is required to extend their results and conclusions.

For this reason we decided to make an experiment as a first step, attempting to
measure the concentration of a group of individuals which are aiming to complete
programming tasks, both in a digital and a physical contexts. We aimed at exploring a
typical programming scenario by studying a digital programming context, but to also a
physical programming context as we are seeing more and more physical component
programming scenarios emerging (e.g. Little Bits components).

3 Methodology

The experiments conducted in this study were divided into two one-hour sessions, for a
total of 24 participants. Each session consists of three different types of tasks: sys-
tematic, debugging and creative. In the first session all tasks require a physical action,
while in the second session they are done on a computer. The sessions were conducted
on different days in order to avoid individuals’ fatigue.

At the beginning of each experiment, the individuals were asked to watch a relaxing
video in order to set the same starting mental basis on all the users. Afterwards, they
were asked to fill out agreement forms and allow the evaluator to place and adjust the
NeuroSky Mindwave device on them. The device had to be synchronized with the
computer in order to record a total of seven brainwaves from the participant while
performing the given tasks. The captured signals were the alpha, beta, gamma, delta,
theta and NeuroSky’s proprietary compound signals: attention and meditation.

During all tasks a video of the participants’ actions on the screen was recorded. For
any given task the time established was 10 min, with a 3-5 min interval between tasks
in order to give sufficient time for reading instructions and answering doubts that might
come up. The tests were conducted mostly on engineering university students (soph-
omores or older), ranging from specialized on computer engineering, telecommuni-
cations engineering, mechatronics engineering or industrial engineering. The
requirement was to have passed the basic programming courses offered by the uni-
versity in which they learn data structures and Java language.

3.1 Physical Tasks

The session where the participants were asked to accomplish physical (programming)
tasks started with the systematic task, where the individual was asked to organize a set
of Legos by color and size, while filling an inventory sheet with the amount of Legos
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corresponding to each type. For the creativity task, with the separated Legos from the
previous task, the individual had to build a house with certain characteristics. The how,
shape and color was for each individual to decide on, as long as it used the provided
Legos and fulfilled the given characteristics such as the amount of doors or windows it
should have. The third and final task simulated debugging, where the participant was
given a tower of Uno-Stacko (similar to Jenga but with colors and numbers) and he or
she had to move one piece at a time in order to build the pattern provided to them in a
separate piece of paper i.e. physically debug the plastic tower of sticks.

3.2 Digital Tasks

The second session was formed by a set of three programming tasks. During the first
task the individual had to debug a certain code in Java (using NetBeans IDE). The
requirement was to be able to compile the code and print an expected output, of which
each individual was informed of, prior to the test. Afterwards, the individual had to
program, in Java language, small problems extracted from Project Euler [11]. The
problems obtained vary in difficulty according to what is taught in the required pro-
gramming course. The participant could choose which ones and in which order to solve
the problems given. For the last test the individual was asked to document the code he
or she generated in the previous task. With these we again have the same three cate-
gories of tasks as in the previous session: debugging, creativity and systematic.

4 Participant’s Characterization

The experiment described was conducted on 24 participants, mostly engineering stu-
dents, sophomores or older, as long as they fulfilled the prerequisites. The initial
experiment was re-designed and corrected with the help of an additional 8§ participants.
From the other 24 individuals, only 20 had useful signals and complete physical and
digital tasks. From the total 32 participants, 26 of them were male students and 6
female students. The latter reported consistent problems with the Mindwave, as it kept
falling off their heads.

Table 1. Demographics of participants

Measure | Age | Semester | GPA
Min. 20.00| 3.000 |7.500
Ist Qu. 120.00 | 5.000 |8.000
Median |21.00| 7.000 |8.775
Mean 21.04| 6.179 |8.679
3rd Qu. |21.25| 7.000 |9.125
Max. 24.00 | 11.000 |9.900
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A more detailed characterization of the students was made in order to understand
the population at hand and the results obtained. Table 1 shows the range of age,
semester and GPA of all the students that participated in the experiment. The GPA is
measured under a 10-point scale, where 5 is a fail, 6 is a passing grade and 10 is the
highest grade possible. All our participants have ages 20 to 24 and in average are more
than halfway through their bachelor’s degree.

Table 2. Participant’s area of study (Mayor)

Degree Number of students
Computer Eng. 21
Mechatronics 6
Telecommunications | 1

The majority of the students Computer Engineers, Table 2 shows the distributions
of BSc degrees.

Table 3. Participant’s with a double degree

Degree Number of students
None 16
Administration

Industrial Eng.
Applied Mathematics
Mechatronics

(SN SR S RN SRR

Telecommunications

Some of the individuals study two degrees and Table 3 accounts for them. The
variety in the second degree is more than in the first one, although only 16 out of 32
participants have double mayors.

5 Signal Processing

One of the main problems presented while working with the Mindwave headset was its
recording resolution. The maximum sample rate of the signals is 1 Hz. This forced the
experiment to sample long periods of time in order to obtain relevant results.

The Mindwave device was capable to sample the alpha, beta, gamma, delta and
theta waves, as well as two composite signals: attention and meditation. All the signals
aforementioned were taken into consideration for the statistical analysis, although our
main focus was the Mindwave’s attention proprietary signal. This signal brought the
most reliable and stable results.
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5.1 Cleaning the Results

The cleaning process of the results obtained required the elimination of six individuals
due to the loss of recording during their testing period.

The loss of the recording signal can be due to many factors such as: a lousy
bluetooth signal from the Mindwave device; the participant’s head size where the
Mindwave would be too big; the participants forward tilting their heads while making
some of the physical tests. This last factor should be taken into consideration in future
tests by trying to avoid that the individuals move their head during their test.

The graphic representation of how a signal was lost during the test looks like Fig. 1.
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Fig. 1. Loss of signal during session

The next table shows the amount of individuals whose captured data was relevant.
All of them participated in each of the three tests: Systematic, Debugging and Crea-
tivity, in both of their modalities: Physical and Digital.

Afterwards, the signals’ noise was removed based on the work done by Hong Tan
[9] we decided to apply a FIR filter to smooth the signals as they are impossible to
work with at first instance. The FIR filter had a cutoff of 1/100 a filter order of 30 and a
warm-up of 30 s, as the individuals were opening the required software or being
explained the tasks during that time (Table 4).

Table 4. Most relevant test subjects

Type of Task | Number of individuals

Systematic 14
Debugging 16
Creativity 16

6 Results

An initial sampling of the signals through a means plot, Fig. 2, lets us evaluate a visual
difference between the three types of tasks and in particular between creative and
debugging tasks. A resemblance amongst physical and digital tests can also be
observed from this figure. Further statistical analysis will provide solid evidence and
explanation for this outcome.



Measuring Concentration While Programming with Low-Cost BCI Devices 611

Mean Concentralion Signal
8
I

T T T T T T
Creative (dig.) Creative (phy.) Debugging (dig.) Debugging (phy.) Systematic (dig.) Systematic (phy.)

Fig. 2. Means Plot with 95 % Confidence Interval

As a first approach, an ANOVA of means was performed taking into consideration
all signals obtained, including composite signals. The analysis was done for the
physical tests and the digital tests separately. Then an ANOVA was made to find if a
similarity existed among the tasks in the physical world compared to their digital
counterparts.

6.1 Physical Analysis

The ANOVA test was applied to the means of each signal obtained through out the
whole test of each participant. The hypothesis for this particular test is:

Hy. means are the same

H;. means differ (at least one in the group)

Table 5. Anova test performed on physical tasks

Df | Sum squares | Mean squares | F value | Pr(> F)
(Intercept) | 1|109764.59 | 109764.59 4105.96 | 0.0000
groups 2 227.94 113.97 4.260.0205
Residuals |43 1149.52 26.73

The p-value for the ANOVA test was 0.0205, which is less than 0.05, therefore we
can reject Hy and conclude that at least one mean in our tested population differs from
the others. Further testing has to be in order to know which group in particular we are
referring to (Table 5).
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6.2 Digital Analysis

The already explained ANOVA test was employed to the digital tasks, obtaining a p-
value of 0.044 as shown in Table 6.

Table 6. Anova test performed on digital tasks

Df | Sum squares | Mean squares | F value | Pr(> F)
Intercept 1]108182.02 |108182.02 4054.37 | 0.0000
groups 2 166.81 83.41 3.130.0440
Residuals | 43 1147.36 26.68

From these tasks we can also reject Hy and expect to find differences between the
type of tasks (debugging, systematic, creative) when using a post hoc analysis.

6.3 Post-Hoc Analysis

When evaluating both physical and digital results the difference between each task
becomes even more evident than in previous results shown.

The p-value for the ANOVA test for all, physicial and digital tasks, was 0.0158, as
shown in Table 7, which is less than 0.05, therefore we can reject H, and conclude that
at least one mean in our tested population differs from the others.

Table 7. Anova test performed on all tasks

Df | Sum squares | Mean squares | F value | Pr(> F)
Intercept | 1|217943.74 |217943.74 8160.27 | 0.0000
groups 5 397.63 79.53 2.9810.0158
Residuals | 86 |  2296.88 26.71

The Holm adjustment method, as post hoc for ANOVA analysis, is useful in our
case as it contrasts the lowest p-value with a Type I error rate i.e. decreasing it for each
subsequent test. The results are shown in Table 8.

The obtained results identify a clear difference between creative and debugging
tasks, both in physical and digital tasks. A distinction between creative and systematic
tasks can also be established, although such observation is only statistically significant
in physical tasks (phy.) and not in digital tasks (dig.).

Another method employed for comparing results is the Tukey Honest Significant
Difference (HSD), as it can adjust to correct Type I error rates between multiple
comparisons and it is considered as an acceptable statistical technique. The results
obtained are shown in Table 9. It can be observed that our results are quite identical
(although not mathematically) to the ones using the Holm adjustment method.



Measuring Concentration While Programming with Low-Cost BCI Devices 613

Table 8. Pairwise comparisons using t tests with pooled SD - Holm adjustment method

Creat. (dig.) | Creat (phy.) | Debugg (dig.) | Debugg (phy.) | Syst. (dig.)
Creat. (phy.) |0.89 - - - —

Debugg. (dig.) | 0.01 0.01 - - -
Debugg. (phy.) | 0.01 0.01 0.88 - -
Sys. (dig.) 0.17 0.13 0.31 0.25 -
Sys. (phy.) 0.05 0.04 0.68 0.58 0.56

Table 9. Tukey multiple comparisons of means test, 95 % family-wise confidence level

Task Compared Diff. in means Lower end Upper end p-value (after adj.)
Debugging (dig.)-Creative (dig.) 4.55 0.12 8.98 0.04
Systematic (dig.)-Creative (dig.) 2.64 -1.95 7.22 0.35

Systematic (dig.)-Debugging (dig.) -1.91 -6.50 2.68 0.57
Debugging (phy.)-Creative (phy.) 5.08 0.64 9.51 0.02
Systematic (phy.)-Creative (phy.) 4.03 -0.56 8.63 0.10

Systematic (phy.)-Debugging(phy.) -1.04 -5.64 3.55 0.85

Debugging (phy.)-Debugging (dig.) 0.27 -5.05 5.60 1.00

Systematic (phy.)-Systematic (dig.) 1.14 -4.55 6.84 0.99

Creative (phy.)-Creative (dig.) -0.26 -5.58 5.07 1.00
Debugging (phy.)-Creative (dig.) 4.82 -0.50 10.15 0.10
Systematic (phy.)-Creative (dig.) 3.78 -1.74 9.29 0.35
Systematic (phy.)-Debugging(dig.) -0.77 -6.29 4.74 1.00

Debugging and systematic tasks did not differ much, as shown in light blue in
Table 9, they have p-values equal or close to 1.0 i.e. their means hardly differ and can
be considered as equally demanding tasks in terms of concentration brainwaves.
Debugging and creative tasks do show a statistical difference in their means, as can be
appreciated in light yellow in Table 9, as their p-values are less than 0.05.

7 Conclusions and Future Work

We observed a statistically significant difference between debugging and creativity
tasks no matter if the test was physical or digital. This is a good lead for following
experiments to focus on these two areas. Systematic tasks might not bring good results
due to their nature: a systematic task does not require the participant’s entire focus to
achieve its completion and as such may lead the individual to a state of complete
dispersion. Finally, we observed that the data generated by the BCI was rather noisy;
research is being performed to analyze the performance of other higher-end BCI
devices in our subsequent studies.
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One of the main contributions of this paper is that it gives some insights into the
differences between creative, debugging and systematic programming tasks, both in the
digital and physical worlds. In the long-term, these results could be used to implement
better software development environments.

Nonetheless this study holds some limitations. First of all, the programming tasks
given throughout the experiments are very short in time, for example the digital cre-
ative tasks usually took between 3-9 min (depending on the programmer’s skills).
A full-time programmer could spend 8-12 h a day working on the same programming
problem, thereby having longer spaces of time to concentrate. This limitation can also
be viewed as an advantage, since we could consider that a working programmers is, in
many cases, subject to various interruptions throughout the day and has to get back into
the work flow as quickly as possible i.e. this limitation is actually an insight into how
fast a programmer can get concentrated in each type of task.

Future work could show us if the 3-9 min in creative digital tasks are a true sample
of a full-time programmer’s awareness level, and the insights could be expanded to
cover more situations resulting from this process. Other devices (e.g. heart rate mon-
itors) and camera recordings could be of aid in this.

NeuroSky’s MindWave has a proven to be a reasonable device for the experiments
performed, as it was easy to use, below a $200 dollar budget and non-intrusive to wear.
The only three problems reported throughout the process were the loss of connectivity
(computer-device), the interference of other Bluetooth devices around the individual
and headband falling off some individuals. Therefore we are currently continuing the
study with an Emotiv EPOC device, as to have more data that will backup the
MindWave and to obtain further characterizations of programmer’s concentration
during debugging and creative tasks aside from evaluating how each programmer gets
back into its work flow. Future work plans also include the incorporation of inter-
ruptions into the study, an in-depth profiling of the programmers participating and
longer tasks.
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