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ABSTRACT

Recent knowledge extraction methods are moving towards ternary
and higher-arity relations to capture more information about binary
facts. An example is to include the time, the location, and the dura-
tion of a specific fact. These relations can be even more complex
to extract in advanced domains such as news, where events typi-
cally come with different facets including reasons, consequences,
purposes, involved parties, and related events. The main challenge
consists in first finding the set of facets related to each fact, and
second tagging those facets to the relevant category.

In this paper, we tackle the above problems by proposing StuftIE,
a fine-grained information extraction approach which is facet-
centric. We exploit the Stanford dependency parsing enhanced by
lexical databases such as WordNet to extract nested triple relations.
Then, we exploit the syntactical dependencies to semantically tag
facets using distant learning based on Oxford dictionary. We have
tested the accuracy of the extracted facets and their semantic tags
using DUC’04 dataset . The results show the high accuracy and cov-
erage of our approach with respect to ClausIE, OLLIE, SEMAFOR
SRL and Illinois SRL .
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1 INTRODUCTION

News articles typically report various levels of detail about facts.
In Figure 1, we can see three headlines talking about the same fact,
“Trump dumps Rex Tillerson.” However, they provide three different
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pieces of information. A first headline reports that the firing was “in
a tweet,”a second one says that it was “over different views in foreign
policy,” and a third one focuses on what happened after, meaning
“to be replaced by CIA director.” We call facets the additional pieces
of information, about a given fact. A facet can be verb-less, such
as “in a tweet,” or verbial like “to be replaced by CIA director.” In the
case of verbial facets, we deal with relations between facts. In the
above example, the fact “to be replaced by CIA director”is related
to the fact “Trump dumps Rex Tillerson.” Moreover, a facet has a
semantic role with respect to its related fact. For example, the facet
“over different views in foreign policy”is the reason of the fact “Trump
dumps Rex Tillerson,” while the facet “to be replaced by CIA director”
is the subsequent.

The Washington Post

Trump dumped Secretary of State Rex
Tillerson in a tweet. What's the worst way
you've been fired?

Figure 1: Example of facts and facets in news headlines

Capturing nested relations and their semantics can significantly
improve the quality of Open Information Extraction (OIE), which is
the core of a wide range of applications, such as Summarization and
Information Aggregation. Most of existing (OIE) systems [1, 9, 12,
19, 24] use n-ary relations to capture more information about binary
facts. However, they suffer from a number of limitations. First, they
do not extract nested relations. Second, they use n-ary relations
to represent related facts and facets. However, n-ary relations are
flat capturing the co-occurrence of facts and facets but not how
they are linked or what kind of relationship they have (e.g.via the
preposition ‘over”). Third, relation arguments are not fine-grained.
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For example, the relation (Trump; dumps; Rex Tillerson in a tweet)
has a complex argument where “in a tweet”is not detected as facet
but as a part of the object. The closest approach to our work is
NestlIE [4], which extracts nested relations. However, like all other
OIE systems, it does not provide facet semantic labeling. There
are several Semantic Role Labeling approaches [7, 16], which deal
mostly with verbial clauses. Some other SRL approaches focus
on labeling noun phrase arguments using prepositions [6, 22, 26],
however, they consider only few one-word prepositions, which
does not cover the complexity of news content.

To address the above limitations we propose StuffIE!, a facet-
centric information extraction approach. The main characteristics
of StuffIE are threefold. First, it extracts nested relations by captur-
ing the various links between facts and their facets in a fine-grained
way. Second, it avoids having relations with complex arguments not
to loose information about facets. Third, it captures the semantic
role of facets. Our main contributions are summarized as follows:

(1) We exploit Stanford NLP, and lexical databases such as Word-
Net to capture fine-grained nested relations and discover
implicit facts.

(2) We enhance the extraction process using co-reference resolu-
tion to capture relations between facts belonging to different
sentences.

(3) We exploit Wiktionary and Oxford Dictionary to extract the
meanings of English prepositions, and define seed labels for
verb-less facets.

(4) We employ a distant learning approach to label verb-less
facets using multi-nominal regression data model.

(5) We run comprehensive experiments on news clauses, com-
paring StuffIE with OLLIE, ClauslE, and MinlE. The results

show that while precision is comparable, our approach achieves

a higher recall. Moreover, we use SEMAFOR SRL as a base-
line for facet labeling. The results show that the best recall
and precision is achieved when combining the baseline with
StuffIE.

2 RELATED WORK

Several research areas are related to our work: N-ary Fact Harvest-
ing, Event Extraction, Open Information Extraction, and Semantic
Role Labeling. Approaches to N-ary Fact Harvesting [3, 11, 15,
18, 21] are constrained to predefined schemas, where they need
canonicalized relations and entities. Thus, they suffer from rigid ex-
tractions which are not suitable for complex and dynamic text such
as news content. More flexible and relevant approaches address
Event Extraction [10, 17, 25] and provide structured event repre-
sentations by creating links between entities and events. However,
they are not sufficiently fine-grained to capture facets and they do
not perform semantic labeling. The closest areas to our work are
Open Information Extraction and Semantic Role Labeling, which
we describe in the following:

Open Information Extraction. Open IE or OIE, refers to relation
extraction from free text without pre-defined schema or ontol-
ogy. There exist several widely used OIE systems [1, 9, 12, 19, 24].
OLLIE [24] and ClauslE [9] are the most popular OIE tools. Feature-
wise, OLLIE and CLauslE are similar. They are able to extract n-ary

IStuffIE’s resources are available at https://gitlab.inf.unibz.it/rprasojo/stuffie
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relations from sentences, typically in the form of extra adverbials
(time, location, etc.) appearing in the sentence. OLLIE additionally
is able to add contextual information, i.e., whether a tuple is a belief
or a consequence of some condition. While ClausIE is fully unsu-
pervised, OLLIE is distantly supervised using Freebase, leveraging
dependency parsing, POS-tagging, and some surface patterns as
features. Stanford IE [1] is also distantly supervised, but it does not
have the capability to output n-ary relations or additional context
information. Instead, it is able to infer new facts using natural logic.

Apart from OLLIE [24], which uses few predefined labels to cre-

ate relations between facts, the other OIE tools do not handle nested
relations. Moreover they are neither facet-centric nor fine-grained
because they output fairly complex arguments. Few approaches ad-
dressed the problem of nested relations [4, 5]. SRL-IE [5] generates
nested relations when a given argument to one verb is long and
contains a full semantic tuple with a different verb. This approach
fails in the presence of incomplete tuples, for example with a miss-
ing subject, because it does not exploit grammatical dependencies
to find missing arguments. Moreover, it can only extract verbial
facets. The closest approach to our work is NestIE[4], which uses
a nested representation to extract higher-order relations. The dif-
ference with our approach is that, like most of OIE tools, NestIE
does not perform semantic labeling. The only work that employs
semantic labeling is SRL-IE[5] which was described earlier. The
problem is that the labeling is done around verbs, and thus limited
only to verbial facets.
Semantic Role Labeling. Semantic Role Labeling (SRL) [13, 20],
in contrast to OIE, provides relation extraction with deeper seman-
tics. It assigns roles to tokens appearing in the sentence according
to context information (also called frame). SRL methods strongly
need training data and a lexical database of roles and frames. Some
of the most-used SRL tools are SEMAFOR [16] and SENNA SRL [7],
which use FrameNet [2] and PropBank [14] as their lexical database,
respectively. Most of SRL approaches work for verbial clauses. Some
other SRL approaches focused on labeling relation arguments based
on prepositions [6, 22, 26]. However, they use only 35 prepositions,
focusing on those consisting only of a single word. By contrast, in
our work we consider all English prepositions, using Wiktionary
and Oxford Dictionary. This includes multi-word prepositions like
“because of" and “due to". Covering all prepositions is crucial for
news content, which has a complex and dynamic nature.

Our work combines Open Information Extraction and Semantic
Role Labeling. With respect to existing approaches in both areas,
StuffIE handles nested relations, extracts implicit facts by exploiting
grammatical dependencies, captures relations between facts belong-
ing to different sentences using co-reference resolution, provides
fine-grained arguments to favor the discovery of facets, performs
semantic labeling of verb-less facets, and exploits existing SRL tech-
niques to label verbial facets.

3 PROBLEM STATEMENT

Facts of the form (arg1; predicate; arg2) typically occur with com-
plementary information that we call facets. A facet can be (1) verb-
less or (2) verbial, and thus dependent on another fact. We consider
the following example:


https://gitlab.inf.unibz.it/rprasojo/stuffie
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“S1: US. President Donald Trump fired Secretary of State Rex
Tillerson on Tuesday. Trump has nominated CIA Director Mike
Pompeo to replace Tillerson as America’s new top diplomat.”

2]

We can see that the fact “Trump fired Secretary of State Rex Tillerson’
has the facet “on Tuesday”, with no verb. By contrast, the fact “Trump
has nominated CIA Director Mike Pompeo” has two facets. The first
one “to replace Tillerson” contains a verb, which is the predicate of
the fact “Pompeo replaces Tillerson”. The second facet is “America’s
new top diplomat,” which is verb-less.

There are several challenges related to the extraction of facets,
both of verb-less and verbial forms. For verb-less forms, preposi-
tions are the main indicators of the presence of facets. However,
they can be sometimes misleading. Let us take the following exam-
ple:

“S2: Mr Tillerson received a phone call on Friday from Chief of
Staff John Kelly, who told him that he was being let go.”

“S3: Mr. Tillerson learned he had been fired on Tuesday morning
when a top aide showed him a tweet from Mr. Trump announc-
ing the change.”

We can see that both sentences contain the preposition “from.” In
sentence S2, “from Chief of Staff John Kelly” is a facet of the fact
“Mr. Tillerson received a phone call” because it completes the action
of the fact. In other words, it answers the question, “from where
did Mr. Tillerson receive the call?” However, in sentence S3, “from
Mr. Trump” is not a facet of the fact “a top aide showed a tweet”
because it complements the object and not the action. It does not
answer the question “from where did the top aide show a tweet?” but
rather “from where did the tweet come?” Regarding verbial facets,
the main challenge is how to extract the implicit facts contained
in them. For example, in sentence S1 the fact “Pompeo replaces
Tillerson” is not explicitly mentioned, but needs to be extracted by
finding the subject of the verb. In some cases, the subject can be
extracted but in the form of a reference, (e.g., he, him, etc). In this
case, we need to find the referenced entity to have self-contained
relations.

To solve the above problems, we need to exploit the universal
dependencies of the grammatical tree, which we need to enhance
using lexical databases. The goal is to differentiate between objects,
indirect objects, and verb complements, and thus have a more
accurate detection of facets. Moreover, we need to define some rules
for detecting implicit subjects and perform co-reference resolution
in order to find more facts, which are also self-contained.

Once facets are detected, it is important to label them for a
more informative knowledge representation. This can be useful for
several applications such as summarization and schema learning.
For examples the two facets of the fact “Trump has nominated CIA
Director Mike Pompeo” shown in sentence S1 can be labeled as
“purpose” and “function.” Most Semantic Role Labeling approaches
deal with verbial facets, and few effort was made for verb-less
facets because they are more challenging. First, we need human
effort for defining the labels and building training sets. Second,
prepositions can give a hint on what a facet is about but they
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can also be ambiguous. To solve the above problems, we need to
exploit English dictionaries to get accurate information about the
different use cases of prepositions. Moreover, we need to use a
distant learning approach to reduce the cost of human effort.

4 EXTRACTION OF FACTS AND FACETS

To extract facts and facets from unstructured text, we focus on two
main aspects. First, we identify all facets related to each fact, so we
can effectively select query relevant content. Second, we capture
relations between relations to facilitate the navigation between the
different levels of detail. In the following, we first describe how
relations are represented, then how they are extracted.

4.1 Definitions

We extract facts and facets in the form of nested triple relations.
We consider each relation r to have the following form:

r={i,uF),

where i is an integer identifier of r, p = (s; p; 0) is a triple represent-
ing a fact and F = {(cj; fj) | 1 < j < |F|} is the set of facets related
to the fact y. In the following, we show an example of a relation
extracted from a news sentence:

Sentence: US President Donald Trump has fired Secretary of
State Rex Tillerson via Twitter, naming CIA Director Mike
Pompeo as his replacement. [BBC News]

Extracted Relation r: (i = #1, g = (Donald Trump; has fired;
Rex Tillerson), F = {(via; Twitter), (naming; Mike Pompeo),
(as; his replacement})

Facts. We use (s; p; o) triples to represent facts. Subject s and object o
can be either a noun phrase or a reference to another relation. In this
way, relations can become nested in the case of complex sentences.
Let us take the following example, where we can see that the object
of the fact relation points to another relation:

Sentence: Mr. Tillerson learned he had been fired on Tuesday
morning. [New York Times]

Extracted Relations:

#2: (Mr. Tillerson, learned, #3)

#3: (he; had been fired, (_))

(on; Tuesday morning)

The predicate p of fact triples can have one of the following forms:
(1) a verb phrase, if the subject s or the object o is a noun phrase,
or (2) a clause connector, if the subject s and the object o point to
another relation. Let us take the following example:

Sentence: Trump fired Tillerson Because Russia Wanted Him
Fired. [TODAY In POLITICS)]

Extracted Relations:

#4: (Trump; fired; Tillerson)

#5: (Russia; wanted; #6)

#6: (Him; fired; (_))

#7: (#4; because; #5)
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We can see that relations #4, #5, and #6 have predicates as verbs,
while the predicate of relation #7 is a clause connector. Note that
the symbol (_) is used to represent an empty placeholder, like in
relation #6.

Facets. As described earlier, for each fact, we extract the list of
related facets of the form F = {(cj; fj) | 1 < j < |F|}. Each f;
is a facet detail that can be either a noun phrase or a reference
to another relation. By contrast, c;j is a modifier that we call facet
connector such as “of”, “at”, “on”, or “in.” In some cases, ¢j may
consist of more than one word, such as “in case of "and “in response
to.”

4.2 Triple Extraction

To extract triples from unstructured text, we proceed as follows.
We exploit the Stanford dependency parser to get the grammatical
tree of each sentence. The nodes of the grammatical tree are the
words of the sentence, while the edges represent their syntactical
relationships. Note that edges are directed, so each node is the head
of its outgoing edges and the target of its incoming edges.

We start by taking each verb node as predicate of a triple relation.
Then, we process all the paths from that verb node to find the
corresponding subject, object, and facets. Note that paths from
verbs can include both incoming and outgoing edges depending
on the type of the verb. To find subjects, objects, and facets, we
use handcrafted rules based on the type of dependencies in the
grammatical tree. The rules for finding the subject of a predicate
are based on edges representing dependencies of type subject (i.e.,
containing “subj”) or adjectival clause (i.e., “acl”). Formally, we use
Algorithm 1 to find the subject of a given predicate.

Algorithm 1: Find subject

Data: A = { “nsubj’, “nsubjpass”, “csubj”}
Result: s the subject of predicate p

1 FindSubject(p)

2 begin

3 n = getPredicateNode(p);

4 e = getOutgoingEdge(n);

5 if e =€ A then

6 ‘ return Target(e);
7 end

8 if e == “acl” then
9 ‘ return Head(e);
10 end

1 e = getlncomingEdge(n);
12 enext = getIncomingEdge(Target(e));

13 if e == “cop” & epexr == “nsubj” then
14 ‘ return Target(enext);

15 end

16 end

In Figure 2, we show an example of two subject dependencies
among the ones exploited by our algorithm. In the first sentence,
“Tillerson”is the subject of verb “was” because they are connected
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Sentence1 : Tillerson was director of a US-Russian oil firm

1mod:of
nsubj amod
w N/ compound

Tlllerson was dlrector of a US Russmn 0|I firm

Sentence2: There are many reasons causing Tillerson's dismissal
dobj

nsubj nrnod poss
expl A-amod case
e N e

There are many reasons causmg Tlllerson

s dlsmlssal

Figure 2: Examples of subject dependencies

via the path “cop—nsubj”. In the second sentence, “reasons” is the
subject of the verb “causing” due to the dependency acl.

In some cases, none of the above dependencies can find the
subject of some verbs. An example is given in Figure 3, where the
verb dismissing does not have a subject. In this case, we perform a
recursive procedure. We start from the verb p with a missing subject
and get its head verb h via the “advcl” (or “xcomp”) dependency. If
we get the head h via the “advcl”and “for”is the head of p via “mark”
then we get the object of the head verb as subject. By contrast, if we
get the head h via the “xcomp”and “t0”is the head of p via “mark”
then we get the subject of the head verb as subject. If the subject is
not found, we repeat the process starting from verb h until we find
a subject. In the example of Figure3, we go from the “dismissing”
to the verb “praises” via the “advcl” dependency, then we return
“Trump” as the subject of “dismissing.”

Sentence3: Trump praises Mike Pompeo after dismissing Rex
Tillerson

dobj dobj
nsub; VBZ) corw —]Armark @&co

pralses Mlke Pompeo after d|sm|ssmg Rex Tillerson

Trump

Figure 3: Examples of missing subject

The rules for finding the object of a predicate are based on edges
representing dependencies of type “dobj”, “iobj”, “nmod”, “ccomp”,
and “advcl”. Unlike existing information extraction tools, we addi-
tionally tackle the problem of indirect objects indicated by the “iobj”
dependency. To do that, we exploit a lexical database containing
indirect object transformation rules [8] to find the direct object
of the verb. Formally, we use the following algorithm to find the
object of a given predicate:

An example of indirect objects is given in Figure 4, where we extract
the boot as the object for the predicate gave, and we transform the
indirect object Tillerson to a facet as described further.

The procedures described above start from single nodes in the
grammatical tree. In many cases, objects, subjects and predicates
have compound forms. Thus we use the following dependencies to
complete the extraction process. For predicates, we exploit “xcomp”,
“auxpass”, “mwe”, “advmod” dependencies to have their complete
forms. Examples of predicates of more than one word include:
“started to work,” “has been fired,” “finally denounces,” and “appointed
instead of.” In some other cases, predicates can be implicit and thus
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Algorithm 2: Find missing subject

Data: A = { “advcl’, “xcomp™}
Result: s the subject of predicate p
1 FindMissingSubject(p)
2 begin

3 n = getPredicateNode(p);

4 e = getIncomingEdge(n);

5 if e =€ A then

6 headVerb = Target(e);

7 if e == “xcomp”’ & getTarget(p, “mark’’) ==
“to’’or e == “advcl”’ & getTarget(p, “mark’’) ==
“for”” then

8 ‘ ms=FindObject(headVerb);

9 else

10 ms=FindSubject(headVerb);

11 end

12 if ms == null then

13 ‘ return FindMissingSubject(headVerb);

14 end

15 return ms;

16 end

17 end

Algorithm 3: Find object.

Data: B = { “dobj”, “nmod, “ccomp’, “advcl™}
Result: o the object of predicate p

1 FindObject(p)

2 begin

3 n = getPredicateNode(p);

4 e = getOutgoingEdge(n);

5 if e =€ B then

6 ‘ return Target(e);

7 end

8 if e == “iobj” then

9 ‘ return getDirectObject( Target(e));
10 end

11 end

Sentence4 : Trump gave Tillerson the boot

dobj

e v/ e o
Trump gave Tillerson the boot

Figure 4: Examples of object dependencies

indicated using the dependency appos. An example of such case
is shown in Figure 5. We can see that Tillerson is connected to

Secretary via the dependency appos and there is no verb in between.

In such cases, we create a synthetic predicate with the head noun
as the subject and the target noun as the object. We use the verb
“to be” in the tense of the clause source. In the previous example,

471

CIKM’18, October 22-26, 2018, Torino, Italy

we would output the triple (Rex Tillerson, is, the Secretary of State).
Formally, the algorithm for finding the complete compound form
of the predicates works as shown in Algorithm 4.

Algorithm 4: Find compound predicates

Data: C = { “xcomp”, “auxpass”,‘mwe”, “advmod”}
Result: ¢p the completed form of predicate p

1 CompletePredicate(p)

2 begin

3 n = getPredicateNode(p);

4 e = getOutgoingEdge(n);

5 if e =€ C then

6 ‘ return Target(e) + p;
7 end
8 end

Sentence5 : Trump ousted Rex Tillerson, the Secretary of State

dobj appos nmod:of
nsubj‘/_ compound=Y ca
N T AT (o1 e T3 A YT G 11T
NP , R ()BT NPy NNP)

Trump State

ousted Rex Tillerson, the Secretary of

Figure 5: Example of a missing predicate

Similarly, subjects and objects are often noun phrases rather than
single words, such as “Donald Trump”and “the Secretary of State”.
To find the complete subjects and objects we exploit “‘compound”,

“nummod”, “det”, “advmod”, “amod” dependencies, as shown in the
following algorithm:

Algorithm 5: Find compound subject and object

5«

Data: D = { “‘compound”, “nummod’, “det’, “advmod’, “amod”}
Result: cn the complete form of the input noun

1 CompleteSubjectAndObject(noun)

2 begin

3 n = getPredicateNode(p);

4 e = getOutgoingEdge(n);

5 if e =€ D then

6 ‘ return Target(e) + p;
7 end
s end

Note that when compounding words, the original ordering is pre-
served. We use the Stanford enhanced++ dependency graph for con-
junction processing. In case of multiple subjects or objects because
of conjunction, we copy multiple versions of the verbs according
to the number of conjuncts and process them in parallel.

4.3 Facet Recognition

After extracting facts by finding the subject and object of each
predicate in a sentence, we proceed with the identification of the
facets related to each fact. Typically, facets occur when a verb has
complements. For example, in the sentence shown in Figure 6, the
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Sentence6: Trump fired Tillerson via Twitter

nmod
"”b‘

Trum|; fired Tillerson via  Twitter

Figure 6: Examples of verb complement

verb “fired”has a prepositional complement (“via Twitter”) through
the dependency “nmod”.

The direct object of the predicate is included in the fact relation,
then complements are converted into facets. In the case of a missing
direct objects, one of the complements is chosen as the object of
the fact relation. The priority of choosing is as follows: (1) “dobj”
dependency, (2) “nmod” dependency, and (3) other dependencies.
As a tiebreaker, we use the word distance from the object to the
verb in the sentence, with negative distance (i.e., objects appearing
before the verb) having lower priority than positive distance.

Once facets are identified, we need to find how they connect to
the corresponding fact. To achieve that, we exploit the dependencies
“case”, “mark”and “advmod”. The first dependency is used for facets
that are treated as a separate syntactic word such as prepositions.
For example, in the above sentence shown in Figure 6, the case
connector is the word “via,” which connects the facet “Twitter”
to the fact “Trump fired Tillerson.” By contrast, the second and
third dependencies indicate as connector the word that introduces
the facet clause to the fact clause. For example, when dealing with
complement clauses, the connector can be “that”or “whether”, while
for adverbial clauses, the connector can be “while”or “although”. Let
us take the following sentence: “President Donald Trump announced
Tuesday morning that he had fired Secretary of State Rex Tillerson”.
The sentence contains two facts connected with the mark “that”,
where the second fact is a facet of the first one.

The connectors are crucial, not only for having an intuitive,
understandable, and fine-grained representation of facts, but also
for facet labeling. They are the main features for learning facet
labels as described in Section 5.

4.4 Nested Relations

We have seen how facts and facets are extracted and how each of
their components are identified, including subjects, objects, and
facet connectors. Obviously, these arguments are not always noun
phrases. They can also be clauses containing others facts and facets.
So, to capture the complexity of sentences that often occur in
unstructured text, particularly in news content, we propose to
include links in the extracted facts and facets providing nested
relations. So, whenever we find a subject, an object, or a facet
detail of complex form, meaning that it depends on other facts,
we replace them by the ids of the corresponding triples. The ex-
ample below shows several nested relations. We can see that the
fact (Mr. Tillerson;learned; #9) has as object the fact number #9:
(he; has been; fired). Similarly, the facet (when; #10) points to the
fact number #10: (a top aide; showed; a tweet from Mr. Trump).
In addition to connecting relations trough their arguments, we
perform reference resolution to give more details about the context
of each relation. As we can see in the example below, the subject of
the fact (he(ref#8s); had been; fired) has a reference to the subject
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of the preceding fact, where #8s indicates that “he” refers to the
subject of fact number #8, Mr. Tillerson. While there is an an attempt
by NestIE[4] to have nested relations, their work is restricted to
relations between facts belonging to the same sentence. By contrast,
in our work, we integrate co-reference resolution in the extraction
process to create links between relations belonging to different sen-
tences. In this way, we can have more context information that help
in several tasks such as the reconstruction or the summarization of
a news story from the extracted relations.

Sentence: Mr. Tillerson learned he had been fired on Tues-
day morning when a top aide showed him a tweet from Mr.
Trump announcing the change, according to a senior State
Department official. [New York Times]

Extracted Triples and Facets:

#8: (Mr. Tillerson; learned; #9)

#9: (he(ref#8s); had been; fired)

(on; Tuesday morning)

(when; #10)

(according to; a senior State Department official)

#10: (a top aide; showed; a tweet from Mr. Trump)

(to; him(ref#8s))

(announcing; the change)

5 LABELING FACETS

After extracting relations, we proceed with labeling the facets to
indicate their role given the corresponding facts. For example, a
facet can be the “reason,” the “purpose,” or the “consequence” of its
related fact. To achieve that, we employ a distant learning approach,
which is divided into three main steps. First, we construct the set of
facet labels. Second, we build the training data based on lexical data
sources. Third, we build a classification model for facet labeling. In
the following, we describe the details of each step.

5.1 Defining Facet Semantic Labels

The connector of a facet represents a strong indicator of what the
facet is about. For example, if a fact and a facet are related via the
connector “because,” this means that the facet is the “reason” of the
fact. Starting from this observation, we use connectors as seeds for
defining facet labels. In this work, we consider only prepositions,
since they give more precise hints than complement clause con-
nectors such as “that” or “whether”. While “because” indicates that
what comes after is a “reason”, “that” and “whether” introduce the
next clause without indicating what it is about. Note that although
we use only prepositions as seeds, the labeling at the learning phase
is done with any type of connectors.

We have used Wiktionary? as a lexical data source for getting in-
formation about prepositions. Wiktionary provides a complete list
of English prepositions in a dictionary-like style. For each preposi-
tion, it gives its possible meanings, and for each meaning it provides
a gloss consisting of some example sentences. Using Wiktionary,
we have analyzed all the set of English prepositions and their roles.
For example, the preposition “for”has 18 roles including “reason”,
“purpose” and “duration”. As a result of this analysis, we have came
up with 22 handcrafted labels. Then we have consolidated these

%https://en.wiktionary.org/
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labels by comparing them with the labels provided by Illinois SRL
[6] using the same descriptions. Then we have added three more
labels that were not present in [6] resulting in 35 labels. The list of
labels is given in following: { “Activity”, “Agent”, “Attribute”, “Ben-
eficiary”, “Cause”, “Comparison”, “Condition", “Conjunction", “Co-

» « »

Participants”, “Destination”, “Direction”, “EndState”, “Experience”, “In-
strument”, “Journey”, “Location”, “Manner’, “MediumOfCommunica-
tion”, “Numeric”, “ObjectOf Verb”, “Opponent/Contrast’, “Other’, “Par-

ticipant/Accompanier”, “PartWhole”, “PhysicalSupport”, “Possessor”,
“ProfessionalAspect”, ‘I

B Y » &

) “Purpose’, “Recipient”, “Separation”, “Source’,
“Species”, “StartState”, “Temporal”, “Topic’}.

5.2 Building Training Data

We have used the connectors to define the set of possible facet
labels. Since a connector can have several roles depending on how
it is used in a sentence, we need to build the training data based on
the glosses of each connector. So, each gloss will be mapped to one
facet label. We can see in the following example three meanings
and glosses related to the preposition “for”, which correspond to
the facet labels “purpose”, “reason”, and “duration”.

for:

1. In order to obtain or acquire. (gloss1)
“I'm saving up for a car”.

2. Because of. (gloss2)

“He looks better for having lost weight”.
3. Over a period of time. (gloss3)

“I’ve lived here for three years”.

The idea is to label each gloss by computing its similarity with all
the predefined facet labels. Then we choose the most similar label.
Since labels are single words and glosses contain more words, we
need first to enrich facet labels with context information.

We enrich each facet label using WordNet.> As shown in Algo-
rithm 6, for a given label I, we first take its related synsets {s;}
and all glosses of those synsets. All words in the synsets that we
consider synonyms are included in the context of I. By contrast, for
each gloss of a given synset s;, we include only similar words to s;
in the context of [, as shown in line 7. As a further step, we enrich
also the synonyms of label [ using their context. To do that, we get
all the synsets on WordNet that contain the synonyms of [. Then,
for or each word contained in those synsets, we get its relevant
context using recursion, as shown in line 13. The results are then
added to the context of [. Note that to avoid noise which can be
generated using recursion, we increase the threshold of finding sim-
ilar words at each recursive step. For similarity between words, we
use WordNet::Similarity with the Wu and Palmer similarity metric
[27]. We also normalize the words by using only noun forms, so
adjectives, adverbs, and verbs are converted into nouns.

After the enrichment step, each facet label consists of a set of
words. We use the Bag-Of-Words model to model both facet labels
and glosses. Then, we proceed with the gloss labeling as described
in Algorithm 7.

For each gloss, we compute its similarity with all facet labels and
we take the most similar one as the label of the gloss. We consider

3https://wordnet.princeton.edu
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Algorithm 6: Enriching facet labels

Data: [, a facet label, C, a set of words, the initial context
Result: C, the context of label [
1 getContext(l,C)

2 begin

3 S = getRelatedWordNetSynsets(l);

4 for each synsets; € S do

5 SW = getAllWordsInSynset(s;);

6 GW = getAllWordsInGloss(s;);

7 C = C + SW + getSimilarWords(GW,s;);
8 for each word w; € SW do

9 S’ = getWordNetSynsetsContaining(w;);
10 SW’ = getAllWordsInSynsetSet(S’);
1 for each word dj. € SW’ do

12 if w; ¢ C then

13 ‘ C = C + getContext(w;, C);
14 end

15 end

16 end

17 end

18 return C;

19 end

Algorithm 7: Labeling glosses

Data: g, a gloss
L: the set all facet labels
Result: S, a label of g
1 Label(g)
2 begin
3 S = getSimilarLabels_Overlap(L, g);
4 if S.size() == 1 then
5 ‘ return S.getUniqueElement();
6 end
7 S = getSimilarLabels_EdgeDistance(L, g);
8 if S.size() == 1 then
9 ‘ return S.getUniqueElement();
end
S = getSimilarLabels_WordDistance(L, g);
if S.size() == 1 then
‘ return S.getUniqueElement();

10
1
12
13
end

S = getSimilarLabels_WordPaiwise(L, g);
if S.size() == 1 then

‘ return S.getUniqueElement();

14
15
16
17

18 end

19 return null;

20 end

each occurrence of a word in a gloss to be a unique item, so the
same word appearing in two different positions will count twice.
We use several distance measures between a label and a gloss in the
following order: (1) count the number of overlapping words (line 3);
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(2) count the number of overlapping words, where the words of the
gloss are weighted: we weight each word by its edge distance to the
root of the Stanford dependency parsing tree, the closer it is, the
higher is the weight (line 7); (3) count the number of overlapping
words, where the words of the gloss are weighted: we weight each
word by its word distance to the root of the Stanford dependency
parsing tree (line 11); (4) use average pairwise comparison between
the words of the label and the words in the gloss. We use a hybrid
similarity measure between words using wordnet::similarity and
word2vec. The average of the two scores is used for similarity
computation. Each similarity distance is used as a tiebreaker if the
previous one fails.

We have used the above distances with the proposed order after
an extensive experimental study that showed that the proposed
approach achieves the most accurate results. For that, we have
manually labeled 100 randomly selected glosses, and then compared
those labels with the outcome of our approach. We achieved a
precision of 93%. Then, using the proposed approach, we have
automatically labeled all the glosses of the English prepositions
taken from both Wiktionary and Oxford Dictionary.

5.3 Learning Model for Semantic Labels

We obtained, from the previous step, a training data set consisting
of 7000 labeled instances where each instance is a sentence. Note
that a gloss can contain more than one example sentence. The next
step is how to represent these data instances. We distinguish two
types of features: textual and structural. Textual features describe
the content of each instance, while structural features capture its
grammatical dependencies.

Textual features. We use the following textual features to represent
each sentence: the subject, object, predicate, facet phrases, and the
remaining content of the sentence. We have converted each of these
features to a 300-dimensional vector based on sentence encoding
[23], which uses the word vector data model. Additionally, we use
some more specific features than the previous ones, namely the
headwords of the subject, predicate, object, and facet. Since these
are single words, we encode them using word2vec embeddings
by 300-dimensional vectors. For each feature pointing to another
relation, we replace it by the target relation and perform the word
embedding accordingly.

Structural features. We use the types of the textual features described
above. So, entities are changed to their types (e.g., Person, Location)
using Stanford NER. Moreover, WordNet is used to tag tangible and
intangible objects. Predicates and headwords are changed into their
types using SEMAFOR SRL [16]. Similarly to textual features, we use
word embeddings to encode structural features. We additionally use
word counts and dependency arcs. The encoding based on word
embeddings results in 3000 textual features and 7204 structural
features. We feed these features with their labeled instances into a

multi-nominal logistic regression model to perform facet labeling.

We have chosen multi-nominal logistic regression because it is a
scalable model that handles high dimensional data, besides the fact
that it is suitable for textual data and multi-class classification.
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6 EXPERIMENTS

In this section, we describe the setup of our experiments, then we
present and discuss the results.

6.1 Setup

Dataset. We used two datasets in our experiments. The first one is
DUC’04,% containing 1, 000 news articles with 20, 000 sentences in
total. The second dataset is a set of 1,000 English glosses extracted
from Wiktionary and the Oxford Dictionary. The facets of the
example sentences of each gloss are automatically labeled, using
the distant learning approach described in section 5.2

Baselines. We have used four baseline approaches to evaluate

Method Rels. Facets | Miss. | Nested
ClauslE | 76906 105840 158 16381
OLLIE | 70862 69781 642 6161
StuffIE | 83265 | 107210 0| 22740

Table 1: Fact and facet extraction statistics

StuffIE. Two baselines from Open Information Extraction (OIE) and
two baselines from Semantic Role Labeling (SRL). Although NestIE
[4] is the most similar to our work, we did not use it as a baseline
because (1) there is no source code or demo tool available for it,
and (2) the paper does not contain enough details for a correct
implementation of NestIE. For example, we do not have access to
the hypothesis and the labeled data upon which the system is built.
Instead, we have used OLLIE [24] and ClauslE [9], one of the most
popular OIE tools. Since these tools do not capture nested relations
and for a fair comparison, we have made the following assumption.
We take the n-ary relations produced by OLLIE and ClausIE and
we consider all arguments after predicates as facets. Regarding
Semantic Role Labeling (SRL), we have used SEMAFOR [16] for
labeling verbial facets, and Illinois SRL [6] for labeling verb-less
facets using prepositions.

Evaluation.
We have performed four main evaluations:

(a) The first evaluation consists in comparing StuffIE with ClausIE
and OLLIE to compute statistics based on the number of discovered
facets. This evaluation focuses on the granularity aspect of the
approach. To achieve that, we use the DUC’04 dataset and com-
pute the following measures: (1) the number of extracted relations
(Rels.); (2) the number of extracted facets (Facets); (3) the number of
missing extractions from the sentence, either because of errors in
the tool or because simply the tool does not output anything (Miss.);
(4) the number of nested relations (Nested), which we capture in the
case of ClausIE and StuffIE by computing the redundancy between
relations. We consider a relation extracted from a sentence to be
redundant when it is contained as an argument in another relation
extracted from the same sentence.

(b) The second evaluation is about facet labeling, where we assess
the accuracy of the multinomial logistic regression using 10-fold
cross validation over the labeled dataset of English glosses. The
accuracy is computed as the fraction of correctly labeled facets.
We use three types of configuration for the used features: textual

*http://duc.nist.gov/duc2004/tasks.html
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features (T), a combination of textural and structural features (T+S),
structural features and Textual features of the facet and its con-
nector facet (Facet T+S). We also used Illinois SRL as a baseline
approach.

(c) The third evaluation is about facet coverage, where we compute
the percentage of facets that are labeled by our model compared to
SEMAFOR SRL and Illinois SRL, using the DUC’04.

(d) The fourth evaluation aims at computing the precision of StuffIE,
SEMAFOR SRL, and Illinois SRL using manual assessment on 100
clauses extracted randomly from the DUC’04. We asked human
assessors to indicate whether the label assigned to the fact using
each of these approaches was correct or not.

6.2 Results

Table 1 shows that StuffIE extracts more relations than ClausIE
and OLLIE and detects 1370 more facets than the best perform-
ing baseline. Similarly, StuffIE captures 6359 nested relations and
21102 more than OLLIE. Moreover, StuffIE is able to process all sen-
tences, unlike ClausIE and OLLIE which cannot handle hundreds
of sentences.

Method | Precision
Illinois SRL 0.293
SEMAFOR SRL 0.660
StuffIE (S + facet T) | 0.833
Table 2: Facet labeling performance on manually-labeled
data; S = structural feature, T = textual feature

The results about the accuracy of the classification model built
using distant learning are shown in Table 3. We can see that all the
different versions of our approach perform better than Illinois SRL.
Using only textual features achieves only 54.5% of accuracy, which
increases up to 73.9% when combining the textual features of facets
and their connectors with the structural features. This configuration
of StufflE is used for all the subsequent evaluations. In contrast to
accuracy on the automatically labeled data, the precision values
for StuffIE are higher with the manually labeled data. Note that the
manually labeled data is completely different from the automatically
labeled one. The first one is extracted from news articles, and the
second one is from Wiktionary and Oxford dictionary. We can see
the results in Table 2 where StuffIE beats the baselines with a large
margin reaching 83% of precision.

Method | Accuracy
Illinois SRL 0.278
StufflE (T) | 0.545
StuffIE (T+S) | 0.698
StuffIE (S + facet T) 0.739
Table 3: Facet labeling performance on automatically-
labeled data; S = structural feature, T = textual feature

The last set of results is shown in Table 4. We can see that
StuffIE performs worse than SEMAFOR SRL in detecting verbial
facets, but better than both SEMAFOR and Illinois SRL in detecting
verb-less facets using prepositions. However, the overall number of
discovered facets by StuffIE reaches, 76.2% which outperforms the
baseline approaches by a large margin.
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Discussion. The results show that StuffIE outperforms baseline
approaches with a large margin. Regarding facet extraction, StuffIE
is shown to be more fine-grained than ClausIE and OIlIIE, given
that it discovers more facets. Additionally, it captures more nested
relations. Interestingly, we can also see that StuffIE performs much
better on news sentences than on glosses. This can be explained by
the fact that the model is constructed using all English preposition
glosses and tested with a completely different dataset. Thus, having
complete knowledge of the prepositions increases the predictive
power of the model. This does not happen with the 10-fold cross
validation where we are constrained to sacrifice a part of the train-
ing data to build the model. Another point is that the validation is
done using manually labeled data, which is more precise than the
automatic one. Although the precision of the ground truth is 93%,
a 7% of noise still provides highly accurate results.

Regarding semantic labeling, it is clear that StuffIE does not
perform well with verbial facets because it is designed for labeling
verb-less facets. We can see that StuffIE performs much better than
Illinois SRL because we take into account all English prepositions
while Illinois SRL deals only with 35 of them focusing only on one-
word prepositions. We also extend the labeling to other types of
clause connectors using distant learning, which explains the high
accuracy of our approach.

Method | Verb-less. facets | Verbial. facets | Total
Ilinois SRL 46651 0 | 46651
SEMAFOR SRL 3612 13973 | 17585
StuffIE 79614 961 | 80575

Table 4: Facet detection statistics

7 CONCLUSION

We have proposed StuffIE, a fine-grained information extraction ap-
proach, which is facet-centric. StuffIE is able to extract verbial and
verb-less facets related to each fact using a nested representation
of relations. Moreover, it uses semantic labeling to indicate the role
of each facet with respect to its relevant fact. We have exploited
a number of linguistic databases to build such a system. We have
exploited Stanford dependencies and WordNet to extract more facts
and detect facets. We exploited Wiktionary and Oxford Dictionary
to use prepositions for facet labeling using distant learning. The re-
sults show very promising results towards reducing the complexity
and the ambiguity of existing Open Information Extraction (OIE)
approaches. A natural next step for this work is to combine it with
exiting SRL approaches to cover verbial facets.
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Appendices

A EXAMPLE OF SEMANTIC LABELING OF
FACETS WITH PREPOSITIONS
Sentence. “It may be that we are looking at a consolidation

on the world level that looked like the consolidation on the
national level 100 years ago".
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Illinois SRL output:

at -> facet label: Location
on -> facet label: Location
like -> facet label: Location
on -> facet label: Location

StuffIE output:

1.4: (It; may be; (_) );

(that; #1.8); (facet label: Other/Details)

1.8: (we; are looking;{_)) ;

(at; a consolidation on the world level);

(facet label: Direction)

1.17: (that; looked; (_) );

(like; the consolidation); (facet label: Comparison)
(on; the national level 100 years ago);

(facet label: Temporal)

B EXAMPLES OF EXTRACTED RELATIONS
BY STUFFIE AND CLAUSIE

Sentence. “President Donald Trump announced Tuesday
morning that he had fired Secretary of State Rex Tillerson and
appointed CIA Director Mike Pompeo to replace him, ending
months of speculation about how much longer the embattled
Tillerson would last in the job". [ News]

ClausIE:

1:(President Donald Trump; announced; Tuesday morning;
that he had fired Secretary of State Rex Tillerson);
2:(President Donald Trump; announced; Tuesday morning;
that he had appointed CIA Director Mike Pompeo to replace
him ending months of speculation about how much longer
the embattled Tillerson would last in the job);

3:(he; had fired; Secretary of State Rex Tillerson);

4:(he; had appointed; CIA Director Mike Pompeo to replace
him; ending months of speculation about how much longer
the embattled Tillerson would last in the job);

5:(CIA Director Mike Pompeo; to replace; him);

6:(longer the embattled Tillerson; would last; in the job);
StuffIE:

1.4: (Donald Trump; announced; Tuesday morning);

——- (that; #1.10);

1.10: (he(ref#1.4s); had fired; Rex Tillerson);

——- (and appointed; Mike Pompeo);

——- (to; replace him(ref#1.4s));

——- (ending; months of speculation);

——- (about how much longer; #1.38);

1.38: (the embattled Tillerson{ref#1.100); would last in; the
job);

1.1: (Donald Trump(ref#1.4s)); (is); President);

1.11: (Rex Tillerson(ref#1.100); (is); Secretary of State;)
1.18: (Mike Pompeo(ref#1.17f1); (is); CIA Director);
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