
CHAPTER 11. BEYOND SUPERVISED LEARNING
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Figure 11.1: A trace of the k-means algorithm

Example 11.2 Consider the 2-dimensional data in Figure 11.1. The
agent has observed the 〈X, Y〉 pairs in (a) and wants to cluster them into
2 classes.

In (b), the points are randomly assigned into the classes, one class is
depicted as + and the other as ×. The mean of the points marked with
a + is 〈4.6, 3.65〉. The mean of the points marked with × is 〈5.2, 6.15〉.

In (c), the points are reassigned according to which of the two means
they are closer to. The mean of the points marked with a + is then
〈3.96, 3.27〉. The mean of the points marked with × is 〈7.15, 8.34〉.

In (d), the points are reassigned to the closest mean. The points are
no reassigned after this.

A different initial assignment to the points can give a different clus-
tering. One clustering that arises in this data set is for the lower points
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