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Abstract

The emerging field of semistructured data leads to new ways of representing data as 'schemaless' or 'self-describing'. However, in many applications data has often some regularity and ignoring the (possibly partial) structure hinders the abilities to interpret the data and to access them efficiently. In this paper we investigate a knowledge-based approach for discovering (partial) implicit structures from semistructured data. We show that semistructured data, represented in the form of labeled directed graphs can be typed using description logics.

1 Introduction

Semistructured data is characterized by a structure that can be absent, irregular, implicit or partial [2, 5]. In many application areas such as digital libraries, genome databases and electronic commerce, data reside in semistructured forms and cannot be constrained by a rigid schema as in conventional database systems. Recently, new kind of data models, less constraining than traditional ones, has been proposed for representing semistructured data [2, 5]. In these models, data is described by means of a labeled directed graph in which the vertices represent objects and the labels on the edges convey semantic information about the relationship between objects [1].

Such an approach for modeling semistructured data is called minimalist since schematic information on data is always missed, even when it is partially or implicitly available [2]. However, very often, data is not fully unstructured and exploiting, even a partial structure, can be very beneficial, e.g., for browsing and querying the data, optimizing query evaluation or improving storage [5, 1]. Therefore, discovering structures, even partial, from semistructured data is significant [2, 5, 12, 6, 14].
In this paper, we investigate a novel approach for discovering implicit structures from semistructured data. We show that semistructured data, represented in the form of labeled directed graphs, can be typed using description logics. The idea of typing semistructured data is somewhat novel and lack of foundations [1]. We resort to a formal framework, based on graph simulation [5], to study the appropriateness of description logics to describe semistructured data.

Since a semistructured database can have more than one type, we consider first the extraction of the schema that best describes the data. For each object we compute a single type description reflecting relevant assertions about the object in the database. The computed description is the most specific concept, expressible in our type description language, of which the object is an instance. The resulting schema is the most specific one abstracting the database content and corresponds to perfect typing.

Second, due to the irregularity of structures in semistructured databases, perfect typing may lead to large sets of descriptions [1]. We show that it is possible to identify similar, and not only identical, objects, and providing an approximate typing. For that, by computing least common subsumers of some appropriate descriptions in the most specific schema of the previous step, we build a compressed version of this most specific schema. The ability of description logics to handle partial information in conjunction with an open world assumption makes them suitable for approximate typing.

The rest of this paper is organized as follows. Background knowledge on semistructured data is provided in Section 2. Appropriateness of the used description logic for typing semistructured data is discussed in Section 3. The problem of discovering typical structural information of semistructured data is addressed in Section 4. We conclude in Section 5.

2 Semistructured data

We review here the basic concepts in semistructured databases and typing. Informally, a semistructured data model describes data using a graph, called data graph, with objects as vertices and labels on the edges. Each object has a unique identifier from the type oid.

**Definition 1** (Data graph) A data graph $DB = (V_a \cup V_c, E, r)$ is a labeled rooted graph, where $V_a$ and $V_c$ are disjoint sets of oid’s corresponding respectively to atomic and complex objects. $V_a \cup V_c$ forms a finite set of nodes. $r \in V_c$ is a root node; $E \subseteq V_c \times L \times (V_a \cup V_c)$ is a set of labeled edges, where $L$ is an infinite set of strings indicating labels. $(a, l, b)$ will denote an edge going from the node $a$ to the node $b$ and labeled $l$. We assume that all the nodes in $V_a \cup V_c$ are reachable from the root node.

In this paper we consider only semistructured data whose graph is acyclic. An example of a data graph in the style of OEM [15] is shown in figure 1. Vertices
without outgoing edges in the graph represent atomic objects and have values from one of the disjoint basic types, e.g., Integer, String, Real, etc. Each other vertices represents a complex object which has labeled outgoing edges to other objects. In the sequel, we denote by \(\text{type}(o)\) the type of an atomic object \(o\). For example, in the data graph of figure 1, \(\text{type}(n_3) = \text{String}\).

**Figure 1: Example of a data graph**

Recently, a new notion of schema appropriate for semistructured data has been proposed [5, 1]. Informally, a data graph is described using a *graph schema* which lists all allowed labels for each kind of object. In the data graph of figure 1, major kind of objects are, for example, department objects \(d_1\), \(d_2\) and \(d_3\). A corresponding schema graph will describe this kind of objects by a vertices, let us say Department, with outgoing edges Pgm, Name, Loc, Head and Date. Note that, not all these edges are required in every department object.

A notion of conformance between a data graph and a schema graph is then defined based on simulation relation [5, 1].

**Definition 2 (Simulation)**

Let \(G_1 = (V_1, E_1, r_1)\) and \(G_2 = (V_2, E_2, r_2)\) be two graphs, where \(r_1\) and \(r_2\) are, respectively, the roots of \(G_1\) and \(G_2\). A relation \(R\) on \(V_1, V_2\) is a simulation if it satisfies: (1) \(r_1 R r_2\), and (2) \(\forall x_1, y_1 \in V_1, \forall x_2 \in V_2 ((x_1, l, y_1) \in E_1 \land x_1 R x_2 \Rightarrow \exists y_2 \in V_2 ((x_2, l, y_2) \in E_2 \land (y_1 R y_2))\).

Informally, a simulation from a graph \(G_1\) to a graph \(G_2\) means that whenever there is an edge in \(G_1\), there is a corresponding edge with the same label in \(G_2\). A data graph DB conforms to a schema graph \(S\), in notation \(DB \leq S\), if there exists a simulation from \(DB\) to \(S\).

The notion of conformance allows to define an ordering on graph schemas. Informally, a schema graph \(S\) is a refinement of a schema graph \(S'\) iff whenever a data graph \(DB\) conforms to \(S\) it conforms to \(S'\) [5]. Refinement of schema graph can also be defined by means of simulation relation: Let \(S\) and \(S'\) be two schema graphs. We say that \(S'\) is a refinement of \(S\), noted \(S \leq S'\), if there exists a simulation from \(S\) to \(S'\).

Since simulation relation is transitive [1], it is easy to see that if \(S\) is a refinement of \(S'\) (i.e., \(S \leq S'\)), then every data graph \(DB\) that conforms to \(S\) (i.e., \(DB \leq S\))
also conforms to $S'$ (i.e., $DB \leq S'$).

## 3 Description logics and semistructured data

Let us first introduce the $\mathcal{EL}$ description logic which will be used in this paper.

### 3.1 The $\mathcal{EL}$ language

The set of constructors allowed by the language $\mathcal{EL}$ are given below.

Let $\mathcal{C}$ and $\mathcal{R}$ be two pairwise disjoint sets of concept names and role names respectively. Let $A \in \mathcal{C}$ be a concept name and $R \in \mathcal{R}$ be a role name. Concepts $C, D$ are defined inductively by the rules: $C, D \rightarrow \top | - | A | C \cap D | \exists R.C$

The semantics of these constructors as well as subsumption (respectively, equivalence) of $\mathcal{EL}$-concepts ($C \subseteq D$) (respectively, $C \equiv D$) is defined in the usual way.

A knowledge base $\mathcal{K} = (\mathcal{T}, \mathcal{A})$ built by means of the $\mathcal{EL}$ description logic is formed by two components: a TBox $\mathcal{T}$, the intensional one, and an ABox $\mathcal{A}$, the extensional one. A TBox (or a terminology) $\mathcal{T}$ is a (finite) set of concept definitions ($B = D$, where $B$ is a concept name and $D$ a concept). An ABox is a finite set of assertions of the form $R(a, b)$ (role assertion) and $C(a)$ (concept assertion), where $a, b$ denote object names (or simply objects), $R$ is a role name, and $C$ is an $\mathcal{EL}$-concept.

The semantics of TBoxes and ABoxes is defined as usual.

### Reasoning services

Various kind of reasoning services (e.g., subsumption, concept satisfiability, ...) provided by knowledge representation systems based on description logics are described in the literature (see among others [11, 8]). In the following, we mainly resort to non standard inference services, namely the computation of the least common subsumer (lcs) of a set of descriptions and the most specific concept (msc) of an object.

Let $C_1, \ldots, C_n$ and $E$ be concept descriptions in $\mathcal{EL}$. The concept description $E$ is a least common subsumer of $C_1, \ldots, C_n$ (noted $E = \text{lcs}(C_1, \ldots, C_n)$) iff: (1) $C_i \subseteq E$ for all $1 \leq i \leq n$, and (2) $E$ is the least concept description with this property, i.e., if $E'$ is a concept description satisfying $C_i \subseteq E'$ for all $1 \leq i \leq n$, then $E \subseteq E'$ [4].

The msc is a process that abstract an object $o$ by constructing a very specific description $\text{msc}(o)$ that characterize $o$. Let $\mathcal{A}$ be an ABox, $o$ be an object in $\mathcal{A}$, and $C$ be a concept description. $C$ is the most specific concept for $o$ in $\mathcal{A}$, noted $C = \text{msc}(o)$, if $o \in C^{\mathcal{J}}$ and if $C'$ is a concept description satisfying $o \in C'^{\mathcal{J}}$, then $C \subseteq C'$.

Techniques for computing least common subsumers and most specific concepts are described in [11, 7, 3, 4]. Subsumption in $\mathcal{EL}$ can be decided in polynomial time. Computing the lcs of two $\mathcal{EL}$-descriptions $C, D$ can be done in polynomial time and the size of the lcs is polynomial in the size of $C$ and $D$[4].
3.2 Description logics for typing semistructured data

In order to show how description logics can be used to effectively define an abstract layer on top of a semistructured database, we make use of simulation. For that, we first represent a TBox by means of a graph based representation. Such a representation is already used for developing subsumption algorithms [4]. Following this approach, our TBoxes can be viewed as a graph: a TBox $\mathcal{T}$ can be represented as a labeled directed graph $\mathcal{G}_\mathcal{T} = (\mathcal{V}_\mathcal{T}, \mathcal{E}_\mathcal{T})$, where $\mathcal{V}_\mathcal{T}$ is the set of concept names appearing in $\mathcal{T}$ and $\mathcal{E}_\mathcal{T} \subseteq \mathcal{V}_\mathcal{T} \times \mathcal{R} \times \mathcal{V}_\mathcal{T}$ is a set of directed labeled edges, with $\mathcal{R}$ the set of role names appearing in $\mathcal{T}$. An edge $(N_i, l, N_j) \in \mathcal{E}_\mathcal{T}$ if $N_i$ contains $\exists l.N_j$ in its definition. In the sequel, we call such a graph an $\mathcal{EL}$ graph.

Example 1 The TBox

\[
\begin{align*}
\text{Employee} &= \exists \text{Name}.\text{String} \sqcap \exists \text{WorksIn}.\text{Department} \\
\text{Department} &= \exists \text{Pgm}.\text{String} \sqcap \exists \text{Name}.\text{String} \sqcap \exists \text{Loc}.\text{String}
\end{align*}
\]

yields the graph shown figure 2.

![Figure 2: An $\mathcal{EL}$ graph](image)

According to the semantics of the existential constructor ($\exists$), $\mathcal{EL}$ graphs list all required edges for a given node rather than the allowed edges as in schema graphs. This kind of graph is called dual schema graph[1]. For example, in the dual schema graph of figure 2, an object $d$ is in class $\text{Department}$ if it has at least the attributes $\text{Pgm}$, $\text{Name}$ and $\text{Loc}$.

The semantics of dual schema graphs can also be described in terms of simulation, but now in reversed direction [1]. A data graph $\text{DB}$ conforms to a dual schema graph $S$ if $S \leq \text{DB}$.

According to this semantics, the notion of most specific dual schema graph can be defined as follows: $S$ is the most specific dual schema graph of a data graph $\text{DB}$ if whenever $\text{DB}$ conforms to a dual schema graph $S'$, $S' \leq S$. One can show that if a dual schema graph $S$ is a refinement of a dual schema graph $S'$ then whenever a graph data $\text{DB}$ conforms to $S$, it conforms to $S'$.

4 Discovering structures

We consider the problem of discovering typical structural information of semistructured data. This problem, referred to as schema discovery, can be formulated as follows: given a data graph $\text{DB}$, find the corresponding TBox (and hence the $\mathcal{EL}$ graph) that describes the common substructures within $\text{DB}$. 
In this section, we propose a bottom up approach to deal with the schema discovery problem. We consider first the problem of discovering the most specific dual schema graph of a data graph $DB$. Then, we show how this most specific schema can be compressed to obtain an approximate typing of the input data graph.

### 4.1 Extracting the most specific schema

We propose an algorithm, called Gen$K$, that allows to abstract objects of a data graph.

**Algorithm 1 Gen$K$**

<table>
<thead>
<tr>
<th>Input:</th>
<th>a data graph $DB = (V_a \cup V_c, E, L, v, r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>a knowledge base $K = (TS, A)$</td>
</tr>
</tbody>
</table>

1. **Step 1**: Generating $A$
   - For each $(a_i, l, a_j) \in E$
   - $A \leftarrow A \cup \{(a_i, a_j)\}$

2. **Step 2**: Generating $TS$
   - Initialization of specific descriptions and atomic types
   - For each $o_i$ in $V_a$
     - If an object $o_j$ is atomic we denotes by $type(o_j)$ its atomic type
     - $N_o_i \leftarrow type(o_j)$
   - For each $o_j$ in $V_c$
     - $\delta_o_i \leftarrow 0$

3. **Step 3**: Computation of the exact structure for each object
   - For each $l(a_i, a_j) \in A$
     - $\delta_o_i \leftarrow \delta_o_i \cap l.N_o_j$

4. **Step 4**: Merging equivalent concepts
   - For each generated $\delta_o_i$
     - $TS \leftarrow TS \cup \{N_o_i = \delta_o_i\}$

5. **Step 5**: Merging equivalent concepts in $TS$
   - Merge together equivalent concepts in $TS$

6. **Step 6**: Return $K = (TS, A)$

The algorithm Gen$K$ works as follows:

- **Step 1**: It maps a data graph $DB$ to an ABox $A$. We view a semistructured database as a knowledge base $K = (\emptyset, A)$ with an empty TBox. The translation of a data graph into an ABox is straightforward.

- **Step 2**: A TBox, called $TS$, is derived. For each object $o$ occurring in $A$, the TBox $TS$ contains an axiom of the form $N_o = \delta_o$, where $N_o$ is a concept name and $\delta_o$ is a concept term corresponding to $msc(o)$. This assertion reflects the knowledge in the ABox $A$ concerning the object $o$.

- **Step 3**: It merges together equivalent concepts in $TS$. 
Table 1: Retrieving objects instances of each concept

Example 2 The ABox corresponding to the data graph of figure 1 contains, among others, the following assertions about objects $d_1$ and $d_2$:

$A = \{ \ldots , \text{Name}(d_1, n_3), \text{Head}(d_1, e_1), \text{Pgm}(d_1, p_5), \text{Loc}(d_1, l_1), \text{Name}(d_2, n_6), \text{Pgm}(d_2, p_4), \ldots \}$

A fragment of the most specific TBox corresponding to the graph of figure 1 is:

$N_{d_1} = \exists \text{Head}. N_{e_1} \land \exists \text{Pgm}. \text{String} \land \exists \text{Name}. \text{String} \land \exists \text{Loc}. \text{String}$

$N_{d_2} = \exists \text{Pgm}. \text{String} \land \exists \text{Name}. \text{String} \land \exists \text{Loc}. \text{String}$

$N_{e_1} = \exists \text{Name}. \text{String} \land \exists \text{officeNb}. \text{Integer} \land \exists \text{Address}. \text{String} \land \exists \text{CollaborateIn}. N_{d_5}$

The obtained $\mathcal{T}_S$ is shown in figure 3, with the following simplifications: pre-defined concepts corresponding to basic types, e.g., String, Integer, …, are not displayed, and concept names occurring in the left hand side in the above axioms are replaced with meaningful names.

Figure 3: The generated TBox

Once a TBox $\mathcal{T}_S$ that describes a given data graph $DB$ has been generated, the retrieval reasoning mechanism can be used for recasting original data within the generated types. Table 1 shows instance-of relationships between objects of the data graph of figure 1 and concepts in the TBox of figure 3.

The following proposition states the correctness of the algorithm GenC.

---

1The retrieval mechanism consists in retrieving all objects, instances of a given concept [11, 13].
**Proposition 1** (Correctness) Let $\mathcal{K} = (\mathcal{T}_S, \mathcal{A})$ be the knowledge base generated by applying the algorithm $GenK$ on a data graph $DB = (V_a \cup V_c, E, r)$, and $G_{T_S} = (V_{T_S}, \mathcal{E}_{T_S})$ be the description graph corresponding to $\mathcal{T}_S$.

1. The data graph $DB$ conforms to $G_{T_S}$.
2. The $\mathcal{EL}$ graph $G_{T_S} = (V_{T_S}, \mathcal{E}_{T_S})$ is the most specific schema graph of $DB$.

(Proof is given in [10]).

### 4.2 Approximate typing

In the previous section we provided an algorithm for extracting the most specific schema abstracting a data graph. Although, the number of concepts (in other words the number of axioms in the TBox) is reduced by grouping together equivalent concepts, the most specific schema may remain too large.

**Example 3** Consider the objects $e_1, e_2$ and $e_3$ of the data graph given figure 1. These objects are respectively described by the following three concepts (see figure 3):

- $Employees_4 = \exists \text{Name}. \text{String} \sqcap \exists \text{OfficeNb}. \text{Integer} \sqcap \exists \text{Address}. \text{String} \sqcap \exists \text{CollaborateIn}. \text{Department}$
- $Employees_3 = \exists \text{Name}. \text{String} \sqcap \exists \text{OfficeNb}. \text{Integer} \sqcap \exists \text{Address}. \text{N}_2 \sqcap \exists \text{Lab.Laboratory}$
- $Employees_2 = \exists \text{Name}. \text{String} \sqcap \exists \text{OfficeNb}. \text{Integer} \sqcap \exists \text{Address}. \text{String} \sqcap \exists \text{Date}. \text{Date}$

The differences between the structures of the concepts describing objects $e_1, e_2$ and $e_3$ just illustrate the heterogeneity in terms of structure between (possible) instances of a same general class (here the class employee).

In general, we do not expect to find strict regular structures in semistructured data. Indeed, in a data graph many of the most interesting structures show up in a slightly different forms. So, we can be often satisfied by a compact graph schema which roughly describes the input data graph.

In the following, we sketch an approach for reducing the size of the most specific schema by grouping together the concepts that have similar structures. To do that, we replace sets of concept descriptions by their least common subsumer in the TBox.

**Example 4** Consider again the objects $e_1, e_2, e_3$ and their corresponding concepts $Employees_2$, $Employees_3$ and $Employees_4$ respectively. If we only care about approximate descriptions of these objects, we can generalize these three concepts (i.e., $Employees_2$, $Employees_3$ and $Employees_4$) into one concept describing their common substructure. Such a concept, let us say $employee$, can be obtained by computing the least common subsumer of these three concepts. The description of $Employee$ is: $Employee = \exists \text{Name}. \text{String} \sqcap \exists \text{OfficeNb}. \text{Integer} \sqcap \exists \text{Address}$.  

Note that, $Employee$ encodes the largest expressible set, in the language $\mathcal{EL}$, of similarities between $Employees_2$, $Employees_3$ and $Employees_4$. The parts of
the descriptions of these concepts (e.g., the role `CollaborateIn` of `Employees4`) which do not appear in the description of `Employee` can still be managed by an appropriate semistructured approach.

We describe here a simple approach for extracting frequent substructures from an input data graph. We define the notion of frequency of a substructure with respect to a threshold \( k \). \( k \) stands for the minimum number of objects in the data graph which must satisfy the structure so that the structure can be considered as relevant. The primary motivation is to find substructures that enhance the level of interpretation of the data. The discovered approximate structures allow abstraction over detailed irregular structures in the original data and provide only relevant attributes for interpreting the data.

**Computing common subsumers** Given a data graph \( DB \) and a threshold \( k \), our goal is to compute frequent substructures in \( DB \). Our approach is based on the following proposition.

**Proposition 2** Let \( DB = (V_a \cup V_c, E, r) \) be a data graph. A description \( D \) is verified by \( k \) objects in \( DB \) iff \( D \subseteq lcs(msc(o_{i_1}), ..., msc(o_{i_k})) \), for some \( o_{i_j} \) in \( V_c, j \in [1,k] \).

So far, the most specific schema (i.e., the content of a TBox) of a data graph is composed of most specific concepts. Therefore, given a most specific schema \( \mathcal{T}_S \) of a data graph \( DB \) and a threshold \( k \), we can infer the frequent descriptions by computing the least common subsumers of each \( k \) concepts in \( \mathcal{T}_S \). The computation terminates since \( \mathcal{T}_S \) is finite.

**Example 5** Table 2 shows the result of applying the algorithm \( \text{CompT} \) on the data graph \( DB \) of figure 1, with a threshold \( k = 3 \).

Note that, since the \( lcs \) is associative and commutative (e.g., \( lcs(N_1, N_2, N_3) = lcs(lcs(N_1, N_2), N_3) \)), one can use a levelwise approach to compute the frequent substructures. The idea is to compute the least common subsumers of \( n \) concepts level by level, starting in level 1 by pairs of concepts. At each level, the descriptions equivalent to \( T \) are pruned. Moreover, this technique allows to adapt the discovery process to sequentially find a good schema.

---

2In fact, \( \mathcal{T}_S \) is computed by a slightly modified version of the algorithm \( \text{GenC} \) from which we remove the \text{Step 3} which consists in merging together equivalent concepts.
5 Conclusion

We have proposed an approach for approximate typing of semistructured data. The extracted schema is expressed in the form of terminological axioms in a small description logic (equipped with tractable reasoning services). The semantics associated to the extracted schema is that of dual schema graphs (i.e., listing required labels), which is much closer to the usual notion of schema in databases. The proposed approach makes use of well studied reasoning services provided by description logic systems.

An experimentation of our approach is an ongoing work in the framework of the mkbeem³ project [9].
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