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**Abstract**

*SAT* is our new platform for building decision procedures for modal and description logics. Currently, *SAT* can test the satisfiability of a formula in the modal logic K or in the description logic $\mathcal{ALC}$. We comparatively test *SAT* with some among the fastest solvers for K: KSATC, DLP and TA. The experimental analysis shows that *SAT* performs better than or as well as the other systems on the tests we consider.

1 Introduction

*SAT* is our new platform for building decision procedures for modal and description logics. Currently, *SAT* can test the satisfiability of a formula in the modal logic K or in the description logic $\mathcal{ALC}$. It is out of the goals of this paper to describe *SAT* structure, optimizations and configurable options. For a more detailed presentation, see [1] and the manual distributed with *SAT*. We only remark that:

- *SAT* is built on top of the SAT decider SATO [2].
- SATO is one of the fastest among the currently available SAT-solvers, and has many configurable options.
- *SAT* inherits and exploits the original SATO options, and allows for some more (including early pruning, caching, two forms of backjumping, and the choice of various splitting heuristics); and
- *SAT* is designed to support the development of SAT-based deciders for modal and description logics. Currently, *SAT* is able to deal with eight modal logics. For some of these logics, we do not know of any other implemented decision procedure, nor of any reduction to a formalism for which a decision procedure is available.

In this paper, we limit ourselves to comparatively test *SAT* with other state-of-the-art systems on a set of randomly generated tests and on the benchmark formulas for K used at the Comparison of Theorem Provers for Modal Logics at Tableaux'98 (see [3]). The experimental analysis shows that on these tests *SAT* performs better than or as well as the other systems.

2 A comparative analysis

In our comparative experimental analysis, we consider the four systems *SAT*, KSATC [4], DLP [5] and TA [6], i.e., some among the fastest solvers for K. We remember that TA, given a modal formula $\varphi$, first determines a corresponding first order formula $\varphi^*$ and then it performs conventional first-order theorem proving. In our tests, as in [7], TA uses FLOATER to convert $\varphi^*$ in a set of clauses $CL(\varphi^*)$, and then the theorem prover SPASS to solve $CL(\varphi^*)$. For a brief description of FLOATER and SPASS, see [8].

We test these systems on problem sets of randomly generated 3CNF$_K$ formulas. A 3CNF$_K$ formula is a conjunction of 3CNF$_K$ clauses, each with three disjuncts. Each disjunct in a 3CNF$_K$ clause is either a propositional literal or a formula having the form $\square C$ or $\neg \square C$, where $C$ is a 3CNF$_K$ clause. See [9] for a more detailed presentation.

Sets of 3CNF$_K$ formulas can be randomly generated according to (i) the modal depth $d$; (ii) the number $L$ of clauses at depth $d = 0$; (iii) the number $N$ of propositional variables; (iv) the probability $p$ with which an atom occurring in a clause at depth $< d$ is purely propositional. Care is taken in order to avoid multiple occurrences of a formula in a clause, at the same time ensuring that the modal vs. the propositional structure of each generated formula only depends on $p$. In more detail, a clause is generated by randomly generating its disjuncts. When generating a disjunct, we first decide whether it has to be a propositional literal or not. Then a disjunct of the proper type is repeatedly generated as long as it does not occur in the clause generated so far.

In the first tests we consider, a problem set is characterized by $N$: $d$ and $p$ are fixed to 1 and 0 respectively.

---

1 The experimental results have been obtained with DLP ver. 3.1, TA ver. 1.4 (SPASS/FLOATER ver. 0.55), KSATC ver. 1.0, and *SAT* ver. 1.2.
(i.e., the most difficult of the possible settings, see [7]),
while $L$ is varied in such a way to empirically cover the
“$100\%$ satisfiable – $100\%$ unsatisfiable” transition. For
each value $N$ in a problem set, 100 3CNF$_L$ formulas
are randomly generated, and the resulting formulas are
given in input to the procedure under test. For practical
reasons, a timeout mechanism stops the execution of the
system on a formula after 1000 seconds of CPU time.

The first three problem sets we consider have $N =
4, 5, 6$ while $p$ is fixed to $0\%$ according to Hustadt
and Schmidt [7], fixing $p = 0\%$ corresponds to par-
cularly difficult tests. We call these problem sets
PKN4p0, PKN5p0, and PKN6p0 respectively. PKN4p0
and PKN6p0 are called PS12 and PS13 respectively
in [7]. In order to better highlight the behavior of *sat
and KsATC, we also run these systems on a problem set
(called PKN7p0) having $N = 7$ and $p = 0\%$. In Fig-
ure 1, satisfiability percentages and the median of the
CPU times for the four systems are plotted against the
number of clauses $L$. For TA, we only take into account
the time needed by SPASS to solve the sample. Notice
the logarithmic scale on the vertical axis.

Consider Figure 1. The first observation is that *sat
and KsATC are the fastest. The two systems perform
roughly in the same way, with *sat performing better
when $L = 4, 5$. For $L = 6, 7$, the two systems have
similar performances, one system performing better than
the other for some values of $L$, but worse for other values
of $L$. This comes at no surprise: the two systems have
the same underlying structure, both use early pruning,
and in both of them disjuncts are chosen according to
their number of occurrences in small clauses (Maximum
Occurrences in clauses of Minimum Size, MOMS). *sat
and KsATC do not have an identical behavior because they
use different data-structures and implement slightly
different MOMS strategies.

Considering the other systems, for PKN4p0 the gap
between *sat/KsATC and DLP [resp. TA] is of more
than one order of magnitude at the cross-over point of
50% of satisfiable formulas, and goes up to almost 2
[resp. 4] orders of magnitude at the right end side of the
horizontal axis. For PKN5p0 and PKN6p0, TA median
values exceed the timeout for $L = 85$ and $L = 90$ re-
spectively, while the corresponding values of *sat [resp.
KsATC] are 1.22 [resp. 1.83] and 3.32 [resp. 5.64] sec-
onds. TA keeps exceeding the timeout for all the succes-
Figure 2: *sat, KsatC, DLP, and TA median CPU time. $N = 4, 5, 6, 7$. $p = 50\%$. 100 samples/point. Background: satisfiability percentage.

We also run the four systems on problems with $N = 4, 5, 6, 7$ while $p$ is fixed to 50\%. We call these problem sets PKN4p50, PKN5p50, PKN6p50, and PKN7p50. In Figure 2 the satisfiability percentages and the median of the CPU times for the four systems are plotted against the number of clauses $L$. As for $p = 0\%$, *sat and KsatC perform roughly in the same way and are the fastest. Differently from the tests in which $p = 0\%$, at the transition point of 50\% of satisfiable formulas, the gap between *sat/KsatC and DLP seems to diminish when the number of variables increases. Horrocks and Patel-Schneider [10] show that for values of $L$ bigger than 7, DLP performances are superior to those of KsatC when $d = 1$ and $p = 50\%$. They also conclude that DLP performs better than KsatC when $p$ is high and worse when $p$ is low. We have not yet done such a broad comparison using *sat instead of KsatC. However, we believe that Horrocks and Patel-Schneider’s conclusions should extend also to *sat, if *sat is used with the parameter settings we have currently used, i.e., those which make *sat most similar to KsatC. Of course, a big role can be played by *sat already available configurable options, and this will be the issue of future research. In any case, both *sat and KsatC perform better than the other systems for large values of $L$, when the formulas are trivially unsatisfiable. This is due to the fact that for large values of $L$, formulas become propositionally unsatisfiable, and thus both *sat and KsatC mostly take advantage of their SAT-based nature, e.g., of their optimized data structures for handling large formulas.

We observe that for most of the random generated
<table>
<thead>
<tr>
<th>Test</th>
<th>*sat</th>
<th>DLP</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>k_branch</td>
<td>12</td>
<td>94.49</td>
<td>12</td>
</tr>
<tr>
<td>k_branch_p</td>
<td>21</td>
<td>0.21</td>
<td>18</td>
</tr>
<tr>
<td>k_h4</td>
<td>21</td>
<td>2.87</td>
<td>21</td>
</tr>
<tr>
<td>k_h4_p</td>
<td>21</td>
<td>0.06</td>
<td>21</td>
</tr>
<tr>
<td>k_hum</td>
<td>21</td>
<td>0.12</td>
<td>21</td>
</tr>
<tr>
<td>k_dum_p</td>
<td>21</td>
<td>0.04</td>
<td>21</td>
</tr>
<tr>
<td>k_grz</td>
<td>21</td>
<td>0.01</td>
<td>21</td>
</tr>
<tr>
<td>k_grz_p</td>
<td>21</td>
<td>0.04</td>
<td>21</td>
</tr>
<tr>
<td>k_lin</td>
<td>21</td>
<td>47.80</td>
<td>21</td>
</tr>
<tr>
<td>k_lin_p</td>
<td>21</td>
<td>0.01</td>
<td>21</td>
</tr>
<tr>
<td>k_path</td>
<td>21</td>
<td>0.96</td>
<td>21</td>
</tr>
<tr>
<td>k_path_p</td>
<td>21</td>
<td>0.72</td>
<td>21</td>
</tr>
<tr>
<td>k_ph</td>
<td>12</td>
<td>0.60</td>
<td>9</td>
</tr>
<tr>
<td>k_ph_p</td>
<td>8</td>
<td>48.54</td>
<td>6</td>
</tr>
<tr>
<td>k_poly</td>
<td>21</td>
<td>2.25</td>
<td>21</td>
</tr>
<tr>
<td>k_poly_p</td>
<td>21</td>
<td>1.73</td>
<td>21</td>
</tr>
<tr>
<td>k_4p</td>
<td>21</td>
<td>1.28</td>
<td>21</td>
</tr>
<tr>
<td>k_4p_p</td>
<td>21</td>
<td>0.29</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 1: *sat, DLP and TA performances on Tableaux98 benchmarks

problem sets we consider, all the systems seem to have an easy-hard-easy pattern, whose peak roughly correspond to the 50% of satisfiable formulas. When $p = 0\%$, this phenomenon is best evident for *sat and KsATC.

We also consider the benchmarks formulas for K used at the Comparison of Theorem Provers for Modal Logics at Tableaux’98 (see [3]). These consist of nine provable parameterized formulas (ending with “.p”) and nine unprovable parameterized formulas (ending with “.n”). For each parameterized formula $A(n)$, the test consists in determining the greatest natural number $n \leq 21$ satisfying the following two conditions:

1. the prover returns the correct result for the formulas $A(1), A(2), \ldots, A(n)$ in less than 100 seconds, and
2. the prover cannot do the formula $A(n+1)$ in less than 100 seconds or $n = 21$.

Even though it has been proved that most of these tests can be easily solved by current solvers, these are still interesting because

- they are not 3CNF$_K$ formulas, and
- some of these tests have not been solved yet.

The results for *sat, TA and DLP are reported in Table 1. KsATC has not been tested since KsATC is able to deal with 3CNF$_K$ formulas only. We also show the CPU time requested by the system to solve the last instance $A(n)$. For TA, we do not take into account the time needed to compute the first order formula $A'(n)$ corresponding to $A(n)$ (which is negligible), but we do take into account the time requested by FLOTTER to convert $A'(n)$ into a set $C(A'(n))$ of clauses (reported in the FLOTTER column), and the time requested by SPASS to determine the consistency or inconsistency of $C(A'(n))$ (reported in the SPASS column). Furthermore, we stopped TA on $A(n)$ with $n < 21$, either because FLOTTER does not terminate gracefully when computing $C(A'(n+1))$, or because SPASS or FLOTTER exceed the 100 seconds time limit. In the table, these three cases correspond to the rows in which the value for $n$/SPASS/FLOTTER respectively is underlined.

As can be observed from Table 1, the three systems are able to solve all the instances of a formula in four cases. *sat and DLP are able to solve all the instances except for k_branch, k_branch_p, k_ph, k_ph_p. Except for the first of these four parameterized formulas, *sat is able to solve more instances than DLP. For k_branch, both *sat and DLP are able to solve the 12th instance, with DLP taking less time than *sat to solve it.

### 3 Conclusions and future work

In this paper we have compared *sat performances with respect to other state-of-the-art systems on sets of randomly generated tests and on the benchmarks for K used at the Comparison of Theorem Provers for Modal Logics at Tableaux’98. On these tests, *sat results are very positive. In a much broader experimental comparison involving KsATC and DLP, Patel-Schneider and Horrocks [10] reach similar conclusions on the random tests we consider, at the same time showing that DLP performs much better than KsATC on tests generated with a dif-
For the future, we plan to extend our work in several directions. We will conduct an extensive experimental analysis (similar to that presented in [11, 12]) to understand, for each class of formulas, which combination of *sat options leads to the best results. We will enhance *sat by tuning the existing optimization and by incorporating some new ones. Finally, we will extend *sat to expressive decidable modal and description logics. Up to date information about our work is available on the WWW at the *sat project homepage: http://www.mrg.dist.unige.it/*sat/StarSAT.html
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